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ABSTRACT

While machine learning has made unprecedented successes in many real-world
scenarios, most learning approaches require a huge amount of training data. Such
a requirement imposes real challenges to the practitioners, e.g., data annotation can
be expensive and time-consuming. To overcome these challenges, this dissertation
studies interactive machine learning, where learning is conducted in a closed-
loop manner: The learner uses previously collected information to guide future
decisions (e.g., which data points to label next), which in turn help make the
following predictions.

This dissertation focuses on developing novel algorithmic principles and uncov-
ering fundamental limits when scaling interactive machine learning into real-world
settings at large scales. More specifically, we study interactive machine learning
with (i) noisy data and rich model classes, (ii) large action spaces, and (iii) model
selection requirements; this dissertation is thus grouped into three correspond-
ing parts. To bring the promise of interactive learning into the real world, we
develop novel human-in-the-loop learning algorithms and systems that achieve
both statistical efficiency and computational efficiency.

In the first part, we study active machine learning with noisy data and rich model
classes. While huge successes of active learning have been observed, due to technical
difficulties, most guarantees are developed (i) under low-noise assumptions, and
(ii) for simple model classes. We develop efficient algorithms that bypass these two
fundamental barriers and thus make an essential step toward real-world applica-
tions of active learning. More specifically, by leveraging the power of abstention, we
develop the first efficient, general-purpose active learning algorithm that achieves
exponential label savings without any low-noise assumptions. We also develop the
first deep active learning (i.e., active learning with neural networks) algorithms
that achieve exponential label savings when equipped with an abstention option.

In the second part, we study decision making with large action spaces. While
researchers have explored decision making when the number of alternatives (e.g.,

actions) is small, guarantees for decision making in large, continuous action spaces
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remained elusive, leading to a significant gap between theory and practice. In this
part, we bridge this gap by developing the first efficient, general-purpose contextual
bandits algorithms for large action spaces, in both structured and unstructured
cases. Our algorithms make use of standard computational oracles, and achieve
nearly optimal guarantees, and have runtime and memory independent of the size
of the action space. Our algorithms are also highly practical: They achieve the
state-of-the-art performance on an Amazon dataset with nearly 3 million categories.

In the third part, we study model selection in decision making. Model selection
is the fundamental task in supervised learning, but it faces unique challenges
when deployed in decision making: Decisions are made online and only partial
feedback is observed. Focusing on the regret minimization setting, we establish
fundamental lower bounds showing that model selection in decision making is
strictly harder than model selection in standard supervised learning: Compared to
an additional logarithmic cost suffered in supervised learning, one has to pay an
additional polynomial cost in decision making. Nevertheless, we develop Pareto
optimal algorithms that achieve matching guarantees (up to logarithmic factors).
Focusing on the best action identification setting, we develop novel algorithms and
show that model selection in best action identification can be achieved without too

much additional cost.



1 OVERVIEW

1.1 Introduction

In the past decade, we have witnessed huge successes of machine learning in many
fields, including image recognition (Krizhevsky et al., 2012; LeCun et al., 2015),
natural language processing (Bahdanau et al., 2014; Brown et al., 2020), game
playing (Silver et al., 2016; Berner et al., 2019), and many others. The formula of
machine learning, however, it not complicated: Focusing on classical statistical
learning, the learner’s goal is to learn patterns from collected datasets in order to
make future predictions. We now discuss a concrete success for this formula: In
2009, Dr. Fei-Fei Li and her team curated a large-scale image classification dataset
ImageNET with around 15,000,000 labeled images across 22,000 categories (Rus-
sakovsky et al., 2015). With the availability of this huge dataset, after many years
of research (e.g., developing better models and optimizers), machine learned clas-
sifiers eventually achieve super-human image classification accuracy (Russakovsky
et al., 2015; Krizhevsky et al., 2012; He et al., 2016).

This achievement is remarkable, however, one should notice that the labeling
process of ImageNET is not easy at all: It took 48,940 human annotators from Amazon
Mechanical Turk across 167 countries more than 2 years. This data labeling process
is clearly expensive and time-consuming, and it’s not hard to see that one cannot
afford to scale such efforts to every real-world applications, especially for those in
medical and robotics domains. As a result, data labeling is increasingly becoming
the bottleneck for real-world machine learning deployments.

To address the aforementioned bottleneck, this dissertation studies interactive
machine learning, where the learner uses previously collected information to guide
future decisions (e.g., which data points to label next), which in turn help make the
following predictions. By iteratively deploying this closed-loop learning procedure,
our hope is to conduct learning in a much more efficient way (e.g., learn with much
fewer labels).

Two interactive machine learning paradigms are considered in this dissertation:



prediction and decision making. Focusing on prediction, interactive machine learning
specializes to active learning, where the learner actively select which data points
to label so that they can learn an accurate classifier/regression function with less
labeled data points. Focusing on decision making, the learner interactively selects
the actions to take in order to minimize regret or efficiently identify the best action.

While there have been many prior work on interactive machine learning, this
dissertation focuses on developing novel algorithmic principles and uncovering fun-
damental limits when scaling interactive machine learning into real-world settings

at large scales. Three main themes of the dissertation include:

e Learning with noisy data and rich model classes. Most favorable guarantees
for interactive learning have been developed (i) under low-noise assumptions,
and (ii) for simple model classes. To scale interactive learning into real-
world settings, one central theme of this dissertation is to develop general
algorithmic principles that work with noisy data and rich model classes (such
as deep neural networks).

e Learning with large action spaces. Learning with small action spaces is
relatively easy since one can uniformly explore all the actions and suffer an
additional cost the scales with the number of actions. Such uniform strategy,
however, will fail in the large action settings with potentially millions of
actions. The second central theme of this dissertation is to develop novel

learning algorithms that work with large action spaces.

e Learning with model selection. Model selection has been virtually used in
every machine learning pipelines to select the best model class; it is also theo-
retically well-understood in classical supervised learning through the struc-
ture risk minimization principle. However, model selection was less-studied
in interactive machine learning. The third main theme of this dissertation is to

understand the fundamental limits of model selection in interactive learning.

To bring the promise of interactive machine learning into practice, we focus
on developing novel human-in-the-loop learning algorithms and systems that



achieve both statistical efficiency and computational efficiency. Statistically, we aim at
establishing guarantees that match the fundamental lower bounds. Computation-
ally, we focus on developing algorithms that can be implemented with efficient
computational primitives.

In the next few sections, we introduce basic learning paradigms that feature
throughout this dissertation. We provide the organization of the dissertation in
Section 1.4, and the bibliographic details in Section 1.5. We introduce the basic
notation in Section 1.6.

1.2 Passive and Active Learning

Machine learning focuses on the use of data and algorithms to imitate the way that
human learn. Focusing on prediction tasks, the learner tries to learn a classifier h :
X — Y, where X is the instance space, and Y is the label space. We primarily consider
the classical binary classification tasks where the label space is Y = {+1,—1}.
The joint distribution over X x Y is denoted as Dxy. We use Dy to denote the
marginal distribution over the input space X, and use Dy, to denote the conditional
distribution of Y with respect to any x € X. For any classifier h : X — Y, its error
is defined as err(h) := P(x y)~p., (h(x) #y). Consider a hypothesis class 7 : X — Y,
we use h* € J{ to denote the classifier within the hypothesis class that achieves
the smallest error, i.e., h* := argmin, _, err(h). For any classifier h : X — Y, we
use excess(h) := err(h) — err(h*) to denote the excess error of h. The learner’s goal
is to learn a classifier with small excess error: Learning is usually considered in
the Probably Approximately Correct (PAC) setting (Vapnik and Chervonenkis, 1971;
Vapnik, 1995; Valiant, 1984; Haussler, 1992): Given parameters ¢ > 0,0 € (0,1), the
learner’s goal is to, with probability at least 1 — o, identify a classifier h such that

~

err(h) < err(h*) + . (1.1)

Passive learning. We use the term passive learning to refer to the classical super-

vised /statistical learning approach, in order to distinguish it from the active learning



approach that will discussed shortly after. In passive learning, the learner col-
lects a dataset {(xi,yi)}]*; that is independently and identically distributed (i.i.d.)
generated from the joint distribution Dy, and then learns a classifier h:X — Y.
The number of data points n needed to satisfy the requirement in Eq. (1.1) is re-
ferred to as the sample complexity. Passive learning has been extensively studied
in the literature and now well-understood: A hypothesis class H is PAC learnable
if and only if 3 has finite VC dimension VCdim (3{)—a complexity measure that
characterizes the complexity of the hypothesis class (Vapnik and Chervonenkis,
1971; Shalev-Shwartz and Ben-David, 2014). Assuming finite VC dimension, the
sample complexity of passive learning scales as O(VCdim(H) - poly(1)),ie., itis

c 1 1
polynomial in terms of <.

Active learning. In active learning, different from passive learning, the dataset is
not i.i.d. generated but interactively collected. More specifically, the learner has
access to a labeling oracle, where the learner can call the labeling oracle with any
unlabeled data point x as input and get back its label y ~ Dy,. Instead of labeling
all unlabeled data points, the active learner interactively selects data points to be
labeled next, based on previously collected information. The hope here is that,
compared to the passive learner, the active learner can learn a classifier satisfying
Eq. (1.1) with much fewer labeled data points. We define label complexity as the
number of calls to the labeling oracle, and measure the performance of the active
learner in terms of label complexity.

A canonical example to show the active learning gain over passive learning is
learning a one dimensional threshold function in the noiseless case. Passive learning
requires (1) labels in this case, but active learning—instantiated through binary
search—can learn the target function with only O(log 1) labels, which exhibits a
remarkable exponential speedup over passive learning. Beyond learning a simple
threshold function, in the past few years, researchers have established positive active
learning results when learning from other hypothesis classes (Balcan et al., 2007;
Hanneke, 2007; Dasgupta et al., 2009; Hsu, 2010; Dekel et al., 2012; Hanneke, 2014;
Zhang and Chaudhuri, 2014; Krishnamurthy et al., 2019; Katz-Samuels et al., 2021).



Exponential speedups over passive learning, however, are mainly observed for
certain (simple) hypothesis classes (e.g., linear classifiers) under certain low-noise
assumptions (e.g., Massart noise, Massart and Nédélec (2006)).

1.3 Sequential Decision Making

Besides prediction tasks, another interesting problem in machine learning is sequen-
tial decision making, where the learner make decisions on the fly and sequentially
observe feedback. More specifically, the learner is given an action set A, and the
decision making process proceeds in rounds. At each round, the learner receives a
context x, takes an action a; € A, and then observes a reward ;. In this dissertation,
we primarily focus on the bandit problem where the observed reward ry = r(a)
only corresponds to the taken action a; but no other actions—the so-called learning
bandit feedback setting. For bandit problems, the actions are sometimes referred to
as arms, corresponding to the arms of the slot machines (Bubeck and Cesa-Bianchi,
2012). When the context x; observed in each round remains constant, the contextual
bandit problem is reduced to the non-contextual bandit problem. Depending on
the goal of the learner, we divide the bandit problems into two categories: regret

minimization and best action identification, which we described below separately.

Regret minimization. In regret minimization, the decision making process pro-
ceeds for T rounds. The learner is given a policy class IT, where each policy 7t € TI
is a mapping from the context space X to the action space A, i.e., m: X — A. Let
T = argmax, Zthl T¢(7(x¢)) denote the optimal policy in the hindsight. The
goal of the learner is to minimize the cumulative regret (or its expected version),
which is defined as

T
Reg(T) := Zrt(ﬂ*(xt)) —re(ay). (1.2)
t=1



The notion regret in Eq. (1.2) captures the difference between the learner’s perfor-
mance and the performance of the optimal policy 7*; in order words, we measure
the regret of the learner for not playing optimally (Bubeck and Cesa-Bianchi, 2012).
The regret minimization framework has been extensively deployed in practice for
online personalization and recommendation tasks (Li et al., 2010; Agarwal et al.,
2016; Tewari and Murphy, 2017; Cai et al., 2021). Any regret that scales sublin-
early in T, i.e.,, Reg(T) = o(T), implies that, in the long run, the learner’s behavior
converges to the behavior of the optimal policy 7*. A golden standard for regret
minimization is to achieve regret guarantees scales as Reg(T) = (:)(\/T ), which has

been proved to be the optimal guarantee one can hope for (Agarwal et al., 2012,
2014; Foster and Rakhlin, 2020; Simchi-Levi and Xu, 2021).

Best action identification. In best action identification, the learner’s goal is to
efficiently identify the action that (approximately) achieves the highest reward.
Focusing on the non-contextual setting with stochastic rewards, the optimal action
a* € A is defined as

a* := arg max E.[r(a)]. (1.3)
acA

The best action identification framework has been extensively deployed on online
crowdsourcing and biomedical domains (Zhou et al., 2014; Tanczos et al., 2017;
Réda et al., 2020; Aziz et al., 2021). Two different settings are studied in best action
identification: The fixed confidence setting and the fixed budget setting. In the fixed
confidence setting, given a confidence parameter € (0,1), the learner tries to
identify the best action a* (or a near-optimal action) with probability at least 1 — &
while minimizing the number of samples (Mannor and Tsitsiklis, 2004; Even-Dar
etal., 2006). In the fixed budget setting, given a budget T on the number of samples,
the learner outputs an action a and minimize the probability that such action is
not the optimal action a*, i.e., minimize the probability P(a # a*) (Hoffman et al.,
2014; Katz-Samuels et al., 2020). In both settings, the learner’s goal is to adapt the
fundamental instance-dependent complexity—a complexity adapts to the given



problem instance—rather than the usual worst-case complexity.

1.4 Highlights and Organization

Chapter 1 gives an overview of this dissertation, where we introduce basic settings
in interactive machine learning and highlights the main contributions. From here
on, this dissertation is broken into three parts.

Part I: Active Learning with Noisy Data and Rich Model Classes. Active learn-
ing becomes increasingly important in modern applications since unlabeled data
points are abundant, yet the labeling process is expensive and time-consuming.
However, due to technical difficulties, previous active learning guarantees were
mainly developed (i) in noiseless or low-noise settings and (ii) for simple models
such as threshold functions and linear classifiers. In Part I, we develop efficient
algorithms that bypass these two fundamental barriers and thus make an essential
step towards real-world applications of active learning.

Researchers have long been analyzing active learning under low-noise assump-
tions (e.g., Massart and Tsybakov noises) due to a fundamental lower bound
showing that active learning provides no gains over passive learning in high-noise
regimes. To jump out of the box, in Chapter 2, we explore active learning with
an additional abstention option, i.e., whenever the classifier abstains, it incurs a
cost marginally smaller than random guessing (formalized as Chow’s error). With
access to a supervised convex loss regression oracle (e.g., least squares for linear
models), we develop the first computationally efficient active learning algorithm
that achieves exponential label savings without any low-noise assumptions. The
developed result is not only theoretically exciting but also practically meaningful.
For instance, in medical domains, it’s ideal to defer high-risk decisions to experts if
the classifier is uncertain about its own predictions. We also develop novel exten-
sions of the main result, e.g., recovering minimax optimal results in the standard

setting, and achieving constant label complexity for finite hypothesis classes.



To move one step further towards real-world applications of active learning, in
Chapter 3, we study active learning with neural networks (also known as deep
active learning). While many researchers have empirically explored deep active
learning, its theoretical foundations remained elusive. By carefully trading-off
approximation error and learning error, we develop the first deep active learning
algorithm that achieves nearly minimax optimal label complexity guarantees. When
additionally equipped with the abstention option, we develop the first deep active
learning algorithm that achieves exponential savings in label complexity. Our
results are derived by building a general bridge between approximation theory and
active learning guarantees, which is of independent interest. Our results provide
theoretical justifications for many existing deep active learning approaches that

achieve impressive empirical performance.

Part II: Decision Making with Large Action Spaces. While researchers have
explored decision making when the number of alternatives (e.g., actions) is small,
guarantees for decision making in large, continuous action spaces remained elusive,
leading to a significant gap between theory and practice. In Part II, we bridge
this gap by tackling large-scale decision making problems in both structured and
unstructured cases.

In Chapter 4, we study the structured case and develope the first efficient,
general-purpose algorithm for contextual bandits with continuous, linearly struc-
tured action spaces. The developed algorithm makes use of standard computational
oracles for (i) supervised learning, and (ii) linear optimization over the action space;
it achieves nearly optimal guarantees, and has runtime and memory independent
of the size of the action space. Our algorithm is also highly practical: it achieves
state-of-the-art performance on an Amazon dataset with nearly 3 million categories.

The unstructured decision making problems are generally intractable since—
with unstructured regression function classes—one can easily construct situations
where the learner has to “identify a needle in the haystack”. To overcome such
pathological examples, in Chapter 5, we study the unstructured case with smoothed
benchmarks, i.e., competing against a smoothed distribution rather than a Dirac



delta distribution concentrating on the needle-in-the-haystack point. Focusing on
contextual bandits, we develop the first efficient, general-purpose algorithm that
works with any unstructured regression functions (as long as they are measurable).
Our algorithm achieves the optimal regret guarantees; when additional structural
assumptions exist (e.g., under Lipschitz or Holder continuity), it also recovers exist-
ing minimax results when compete against the standard non-smoothed benchmark.

Part III: Model Selection in Decision Making. Model selection is the fundamen-
tal statistical task of adapting to the right hypothesis class using data, and it has
been used in virtually every machine learning pipeline. However, decision making
presents special challenges to model selection since decisions are made online, and
only partial feedback is observed. In Part III, we uncover the fundamental limits for
model selection in decision making and develop efficient algorithms that achieve
near-optimal performance.

We first study the regret minimization problem in decision making. In Chapter 6,
we study model selection in the unstructured case, where there exist multiple best
actions in the action set and one hope to scale the regret as the effective number
of actions, rather than the total number of actions. In Chapter 7, we study model
selection in the structured case, where there is a nested sequence of linear hypothesis
classes and one hope to adapt to the complexity of the smallest hypothesis class
containing the true function. In both cases, we establish fundamental lower bounds
showing that model selection in decision making is strictly harder than model
selection in standard supervised learning: Compared to an additional logarithmic
cost suffered in supervised learning, one has to pay an additional polynomial cost in
decision making. Nevertheless, we develop Pareto optimal algorithms that achieve
guarantees matching the lower bounds, up to logarithmic factors. A different Pareto
optimal model selection algorithm is also provided and analyzed in Chapter 5.

In Chapter 8, we introduce and study model selection in the best action identifi-
cation setting, where we consider both the fixed confidence setting and the fixed
budget setting. Given a nested sequence of hypothesis classes of increasing com-
plexities, our goal is to automatically adapt to the instance-dependent complexity
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measure of the smallest hypothesis class containing the true model, rather than
suffering from the complexity measure related to the largest hypothesis class. We
develop algorithms that solve a novel optimization problem based on experimental
design that leverages the geometry of the action set to efficiently identify a near
optimal hypothesis class. Different from the regret minimization problems, we
show that model selection in best action identification can be achieved without too

much additional cost.
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1.6 Notation

We define some general notation that will be used throughout this dissertation.
Additional/specific notation is defined in each of the following chapters.

We adopt non-asymptotic big-oh notation: For functions f, g : Z — R, we write
f = 0(g) (resp. f = Q(q)) if there exists a constant C > 0 such that f(z) < Cg(z)

(resp. f(z) > Cg(z)) for all z € Z. We write f = O(g) if f = O(g - polylog(T)),
f= (N).( g)if f = Q(g/polylog(T)). We use S only in informal statements to highlight
salient elements of an inequality.

For a vector z € RY, we let | z|| denote the euclidean norm. We define ||z||3,, :=
(z, Wz) for a positive definite matrix W € R4*4. For an integer n € N, we let
[n] denote the set {1,...,n}. For a set Z, we let A(Z) denote the set of all Radon
probability measures over Z. We let conv(Z) denote the set of all finitely supported
convex combinations of elements in Z. When Z is finite, we let unif(Z) denote the
uniform distribution over all the elements in Z. We let I, € A(Z) denote the delta

distribution on z. We use the convention a /A b = min{a, b} and a Vb = max{a, b}.
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2 EFFICIENT ACTIVE LEARNING WITH ABSTENTION

The goal of active learning is to achieve the same accuracy achievable by passive
learning, while using much fewer labels. Exponential savings in terms of label
complexity have been proved in very special cases, but fundamental lower bounds
show that such improvements are impossible in general. This suggests a need
to explore alternative goals for active learning. Learning with abstention is one
such alternative. In this setting, the active learning algorithm may abstain from
prediction and incur an error that is marginally smaller than random guessing. We
develop the first computationally efficient active learning algorithm with absten-
tion. Our algorithm provably achieves polylog(1) label complexity, without any
low noise conditions. Such performance guarantee reduces the label complexity
by an exponential factor, relative to passive learning and active learning that is not
allowed to abstain. Furthermore, our algorithm is guaranteed to only abstain on
hard examples (where the true label distribution is close to a fair coin), a novel
property we term proper abstention that also leads to a host of other desirable charac-
teristics (e.g., recovering minimax guarantees in the standard setting, and avoiding
the undesirable “noise-seeking” behavior often seen in active learning). We also
provide novel extensions of our algorithm that achieve constant label complexity

and deal with model misspecification.

2.1 Introduction

Active learning aims at learning an accurate classifier with a small number of labeled
data points (Settles, 2009; Hanneke, 2014). Active learning has become increasingly
important in modern application of machine learning, where unlabeled data points
are abundant yet the labeling process requires expensive time and effort. Empirical
successes of active learning have been observed in many areas (Tong and Koller,
2001; Gal et al., 2017; Sener and Savarese, 2018). In noise-free or certain low-noise
cases (i.e., under Massart noise (Massart and Nédélec, 2006)), active learning
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algorithms with provable exponential savings over the passive counterpart have
been developed (Balcan et al., 2007; Hanneke, 2007; Dasgupta et al., 2009; Hsu, 2010;
Dekel et al., 2012; Hanneke, 2014; Zhang and Chaudhuri, 2014; Krishnamurthy
et al., 2019; Katz-Samuels et al., 2021). On the other hand, however, not much
can be said in the general case. In fact, Kdaridinen (2006) provides a Q(Z%) lower
bound by reducing active learning to a simple mean estimation problem: It takes
Q(%) samples to distinguish n(x) = 1 + ¢ and n(x) = ; — ¢. Even with the
relatively benign Tsybakov noise (Tsybakov, 2004), Castro and Nowak (2006, 2008)
derive a Q(poly(1)) lower bound, again, indicating that exponential speedup over
passive learning is not possible in general. These fundamental lower bounds lay
out statistical barriers to active learning, and suggests considering a refinement of
the label complexity goals in active learning (Kaaridinen, 2006).

Inspecting these lower bounds, one can see that active learning suffers from
classifying hard examples that are close to the decision boundary. However, do we
really require a trained classifier to do well on those hard examples? In high-risk domains
such as medical imaging, it makes more sense for the classifier to abstain from mak-
ing the decision and leave the problem to a human expert. Such idea is formalized
under Chow’s error (Chow, 1970): Whenever the classifier chooses to abstain, a loss
that is barely smaller than random guessing, i.e., 3 — v, is incurred. The parameter
v should be thought as a small positive quantity, e.g., v = 0.01. The inclusion of ab-
stention is not only practically interesting, but also provides a statistical refinement
of the label complexity goal of active learning: Achieving exponential improvement
under Chow’s excess error. When abstention is allowed as an action, Puchkin and
Zhivotovskiy (2021) shows, for the first time, that exponential improvement in label
complexity can be achieved by active learning in the general setting. However, the
approach provided in Puchkin and Zhivotovskiy (2021) can not be efficiently im-
plemented. Their algorithm follows the disagreement-based approach and requires
maintaining a version space and checking whether or not an example lies in the
region of disagreement. It is not clear how to generally implement these operations
besides enumeration (Beygelzimer et al., 2010). Moreover, their algorithm relies
on an Empirical Risk Minimization (ERM) oracle, which is known to be NP-Hard
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even for a simple linear hypothesis class (Guruswami and Raghavendra, 2009).
In this chapter, we break the computational barrier and design an efficient ac-
tive learning algorithm with exponential improvement in label complexity relative
to conventional passive learning. The algorithm relies on weighted square loss
regression oracle, which can be efficiently implemented in many cases (Krishna-
murthy et al., 2017, 2019; Foster et al., 2018, 2020c). The algorithm also abstains
properly, i.e., abstain only when it is the optimal choice, which allows us to easily
translate the guarantees to the standard excess error. Along the way, we propose new
noise-seeking noise conditions and show that: “uncertainty-based” active learners
can be easily trapped, yet our algorithm provably overcome these noise-seeking
conditions. As an extension, we also provide the first algorithm that enjoys constant

label complexity for a general set of regression functions.

211 Problem Setting

Let X denote the input space and Y denote the label space. We focus on the binary
classification problem where Y = {+1,—1}. The joint distribution over X x Y is
denoted as Dyy. We use Dy to denote the marginal distribution over the input
space X, and use Dy, to denote the conditional distribution of Y with respect to
any x € X. We define n(x) := Py.p, (y = +1) as the conditional probability
of taking a positive label. We consider the standard active learning setup where
(x,y) ~ Dxy but y is observed only after a label querying. We consider hypothesis
class 5 : X — Y. For any classifier h € J{, its (standard) error is defined as

err(h) i= P(yy)-ny (h(x) £ y).

Function approximation. We focus on the case where the hypothesis class J is
induced from a set of regression functions I : X — [0, 1] that predicts the conditional
probability n(x). We write H = H5 = {h¢ : f € F} where h¢(x) = sign(2f(x) — 1).
The “size” of J is measured by the well-known complexity measure: the Pseudo
dimension Pdim (&) (Pollard, 1984; Haussler, 1989, 1995). We assume Pdim (F) < oo
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throughout this chapter.! Following existing works in active learning (Dekel et al.,
2012; Krishnamurthy et al., 2017, 2019) and contextual bandits (Agarwal et al., 2012;
Foster et al., 2018; Foster and Rakhlin, 2020; Simchi-Levi and Xu, 2020), we make

the following realizability assumption.

Assumption 2.1 (Realizability). The learner is given a set of regressors F : X — [0, 1]
such that there exists a f* € J characterize the true conditional probability, i.e., f* =m.

The realizability assumption allows rich function approximation, which strictly
generalizes the setting with linear function approximation studied in active learning
(e.g., in (Dekel et al., 2012)). We relax Assumption 2.1 in Section 2.4.2 to deal with

model misspecification.

Regression oracle. We consider a regression oracle over J, which is extensively
studied in the literature in active learning and contextual bandits (Krishnamurthy
et al., 2017, 2019; Foster et al., 2018, 2020c). Given any set § of weighted examples

(w,x,y) € Ry x X x Y as input, the regression oracle outputs

f= arg min Z w(f(x) —y)>. (2.1)
€T ()

The regression oracle solves a convex optimization problem with respect to the
regression function, and admits closed-form solutions in many cases, e.g., it is
reduced to least squares when f is linear. We view the implementation of the re-
gression oracle as an efficient operation and quantify the computational complexity
in terms of the number of calls to the regression oracle.

Chow’s excess error (Chow, 1970). Let h* := h¢ € H denote the Bayes classifier.
The standard excess error of classifier h € H is defined as err(h) — err(h*). Since

achieving exponential improvement (of active over passive learning) with respect to

1See Section 2.5.2 for formal definition of the Pseudo dimension. Many function classes of
practical interests have finite Pseudo dimension: (1) when ¥ is finite, we have Pdim(F) = O(log|F1);
(2) when ¥ is a set of linear functions/generalized linear function with non-decreasing link function,
we have F = O(d); (3) when 7 is a set of degree-r polynomial in R¢, we have Pdim(F) = O((*!™)).
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the standard excess error is impossible in general (Kaaridinen, 2006), we introduce
Chow’s excess error next. We consider classifier of the form h: X — Y U {L} where
1 denotes the action of abstention. For any fixed 0 < y < 3, the Chow’s error is

defined as

~

erry (h) i=Plxy)-py, (R(X) # Y, h(x) # L)+ (1/2 =)  Pry)-pyy (h(x) = L).
(2.2)

The parameter y can be chosen as a small constant, e.g., y = 0.01, to avoid
excessive abstention: The price of abstention is only marginally smaller than random
guess. The Chow’s excess error is then defined as erry(‘rAL) — err(h*) (Puchkin and
Zhivotovskiy, 2021). For any fixed accuracy level ¢ > 0, we aim at constructing a
classifier h : X — YU{_L} with ¢ Chow’s excess error and polylog( 1) label complexity.

We also relate Chow’s excess error to standard excess error in Section 2.3.

2.1.2 Why Learning with Chow’s Excess Error Helps?

For illustration purpose, we focus on the simple case where X = {x} in this section.
The active learning problem is then reduced to mean estimation of the conditional
probability n(x) € [0, 1].

Learning with standard excess error. Fix any ¢ > 0. With respect to the condi-
tional probability n(x), we define the positive region 8, . := [15%,1] and the nega-
tive region 8_ . = [0, ”TS]. These regions are interpreted as follows: If n(x) € 8. .
(resp. n(x) € 8_ ), then labeling x as positive (resp. negative) incurs no more
than ¢ excess error. Under standard excess error, we define the flexible region as
Shiandard .= 8. N8_c = [155,14~] (the grey area in the top plot in Fig. 2.1). Two

important implications of the flexible region are as follows: (1) if n(x) € S§andard,

labeling x as either positive or negative would lead to excess error at most ¢; and
(2) if n(x) ¢ Sandard then a classifier must correctly label x as either positive or

flexible,e”

negative to guarantee ¢ excess error. Since the flexible region is of length ¢ under
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standard excess error, distinguishing two points at the edge of the flexible region,
e.g., n(x) =3 —eand n(x) = } + ¢, leads to label complexity lower bound Q(Z).

+  positive
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.“
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Figure 2.1: Illustration of regions 8. ., 8_ . and §, .. Top row: Learning with

o~

standard excess error err(h) — err(h*). Second row: Learning with standard excess

~

error err(h) — err(h*) and Massart’s noise with parameter y. Third row: Learning

~

with Chow’s excess error err, (h) — err(h*). Bottom row: Learning against the
optimal Chow’s excess error, i.e., erry (h) — infp.o(11,-1,1 ) erry (h).

Learning with Chow’s excess error. Now we turn our attention to the Chow’s
error. We consider 8. . and 8_ . as before, and define a third abstention region
Siei= [% —vY—E¢, %+y+ el Ifn(x) € 8§, ¢, then abstaining on x leads to Chow’s excess

; irs ; ; Chow — —
error at most . We define the positive flexible region as Sggl. , . =81, N8 =

[155, 1 4+ v + €], which is of length v + 3£. The negative flexible region is defined
similarly (see the second plot in Fig. 2.1). Since both positive and negative flexible

regions are longer than v, it takes at most 6(#) samples to identify a labeling
action with at most ¢ Chow’s excess error. Without loss of generality, we assume
nx) < % It takes 6(%) samples to construct a confidence interval [lcb(x), ucb(x)]

(of n(x)) of length at most 7. If n(x) < 1_73’, we observe ucb(x) < % and know that
1—

3
llcb(x), ucb(x)] C [% -, %—H/] C 8, . Thus, choosing to abstain on x again ensures at

labeling x negative ensures at most ¢ excess error. If n(x) € [ 1, we observe
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most € excess error. To summarize, learning with Chow’s excess error in the general
case resembles the behavior of learning under Massart noise: Hard examples that
are close to the decision boundary are not selected for labeling (see the third plot
in Fig. 2.1), and learning is possible with 6(%) labels.

Why not compete against the optimal Chow’s error. As shown in the last plot
in Fig. 2.1, the flexible regions become narrow (of length O(¢)) again when com-
peting against the optimal Chow’s error. Abstention becomes the only action that
guarantees at most € excess error over region (% —Y—¢, % + v+ ¢). One then needs
to distinguish cases (x) = % +v—2¢and n(x) = % + v + 2¢, which requires Q(ﬁ)
samples. It is also unreasonable to compete against the optimal Chow’s error: When
nx) = % +v—2¢, Q(é) samples are required to decide whether take action +1 or

action L ; however, with only O(#) samples, one can already determine n(x) > %

2.1.3 Contributions and Organization

We provide informal statements of our main results in this section. Our results
depend on complexity measures such as value function disagreement coefficient 0
and eluder dimension ¢ (formally defined in Section 2.2 and Section 2.5.1). These
complexity measures are previously analyzed in contextual bandits (Russo and
Van Roy, 2013; Foster et al., 2020c) and we import them to the active learning setup.
These complexity measures are well-bounded for many function classes of practical
interests, e.g., we have 0, ¢ = a(d) for linear and generalized linear functions on
R4,

Our first main contribution is that we design the first computationally efficient
active learning algorithm (Algorithm 1) that achieves exponential labeling savings,
without any low noise assumptions.

Theorem 2.2 (Informal). There exists an algorithm that constructs a classifier h

X — {+1,—1, L} with Chow’s excess error at most € and label complexity 6( epdiyrﬁ‘(g) .

polylog(1)), without any low noise assumptions. The algorithm can be efficiently im-
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plemented via a regression oracle: It takes O( ep‘ii$3(5t)) oracle calls for general F, and

A ( 8 Pdim(F
O(* )

oracle calls for convex J.

The formal statements are provided in Section 2.2. The statistical guarantees
(i-e., label complexity) in Theorem 2.2 is similar to the one achieved in Puchkin and
Zhivotovskiy (2021), with one critical difference: The label complexity provided
in Puchkin and Zhivotovskiy (2021) is in terms of the classifier-based disagreement
coefficient § (Hanneke, 2014). Even for a set of linear classifier, 8 is only known to be
bounded in special cases, e.g., when Dy is uniform over the unit sphere (Hanneke,
2007). On the other hand, we have 6 < d for any Dy (Foster et al., 2020c).

We say that a classifier h:X — {+1,-1,1) enjoys proper abstention if it abstains
only if abstention is indeed the optimal choice (based on Eq. (2.2)). For any classi-
fier that enjoys proper abstention, one can easily relate its standard excess error to
the Chow’s excess error, under commonly studied Massart/Tsybakov noises (Mas-
sart and Nédélec, 2006; Tsybakov, 2004). The classifier obtained in Theorem 2.2
enjoys proper abstention, and achieves the following guarantees (formally stated
in Section 2.3.1).

Theorem 2.3 (Informal). Under Massart/Tsybakov noise, with appropriate adjustments,
the classifier learned in Theorem 2.2 achieves the minimax optimal label complexity under

standard excess error.

We also propose new noise conditions that strictly generalize the usual Mas-
sart/Tsybakov noises, which we call noise-seeking conditions. At a high-level,
the noise-seeking conditions allow abundant data points with n(x) equal/close
to ;. These points are somewhat “harmless” since it hardly matters what label
is predicted at that point (in terms of excess error). These seemingly “harmless”
data points can, however, cause troubles for any active learning algorithm that
requests the label for any point that is uncertain, i.e., the algorithm cannot decide
if m(x) — 3| is strictly greater than 0. We call such algorithms “uncertainty-based”
active learners. These algorithms could wastefully sample in these “harmless”

regions, ignoring other regions where erring could be much more harmful. We
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derive the following proposition (formally stated in Section 2.3.2) under these
noise-seeking conditions.

Proposition 2.4 (Informal). For any labeling budget B 2 5 > - polylog(1), there exists a
learning problem such that (1) any uncertainty-based active learner suffers standard excess
error Q(B™1); yet (2) the classifier h learned in Theorem 2.2 achieves standard excess error
at most ¢.

The above result demonstrates the superiority of our algorithm over any
“uncertainty-based” active learner. Moreover, we show that, under these strictly
harder noise-seeking conditions, our algorithm still achieve guarantees similar to
the ones stated in Theorem 2.3.

Before presenting our next main result, we first consider a simple active learning
problem with X = {x}. Under Massart noise, we have [n(x) — l| Ty for some
constant Ty > 0. Thus, it takes no more than O(t,*log §) labels to achieve ¢
standard excess error, no matter how small ¢ is. This example shows that, at least
in simple cases, we can expect to achieve a constant label complexity for active
learning, with no dependence on % at all. To the best of our knowledge, our next
result provides the first generalization of such phenomenon to a general set of (finite)

regression functions, as long as its eluder dimension ¢ is bounded.

Theorem 2.5 (Informal). Under Massart noise with parameter Ty and a general (finite)

set of regression function F. There exists an algorithm that returns a classifier with standard

log(11/5)
(%)

excess error at most € and label complexity O , which is independent of L.

A similar constant label complexity holds with Chow’s excess error, without
any low noise assumptions. We also provide discussion on why previous algo-
rithms do not achieve such constant label complexity, even in the case with linear
functions. We defer formal statements and discussion to Section 2.4.1. In Sec-
tion 2.4.2, we relax Assumption 2.1 and propose an algorithm that can deal with

model misspecification.
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Organization. The rest of this chapter is organized as follows. We discuss ad-
ditional related work in Section 2.1.4. We present our main algorithm and its
guarantees in Section 2.2. We further analyze our algorithm under standard ex-
cess error in Section 2.3, and discuss other important properties of the algorithm.
Extensions of our algorithm, e.g., achieving constant label complexity and dealing
with model misspecification, are provided in Section 2.4. We defer all proofs to
Section 2.5.

2.1.4 Additional Related Work

Learning with Chow’s excess error is closely related to learning under Massart
noise (Massart and Nédélec, 2006), which assumes that no data point has condi-
tional expectation close to the decision boundary, i.e., P(n(x) —1/2| < 19) = 0 for
some constant Ty > 0. Learning with Massart noise is commonly studied in active
learning (Balcan et al., 2007; Hanneke, 2014; Zhang and Chaudhuri, 2014; Krish-
namurthy et al., 2019), where O(t,?) type of guarantees are achieved. Instead of
making explicit assumptions on the underlying distribution, learning with Chow’s
excess error empowers the learner with the ability to abstain: There is no need
to make predictions on hard data points that are close to the decision boundary,
ie., {x :m(x) —1/2] < v}. Learning with Chow’s excess error thus works on more
general settings and still enjoys the O(v?) type of guarantee as learning under
Massart noise (Puchkin and Zhivotovskiy, 2021).> We show in Section 2.3 that
statistical guarantees achieved under Chow’s excess error can be directly translated
to guarantees under (usual and more challenging versions of) Massart/Tsybakov
noise (Massart and Nédélec, 2006; Tsybakov, 2004).

Active learning at aim competing the best in-class classifier with few labels.
A long line of work directly works with the set of classifiers (Balcan et al., 2007;
Hanneke, 2007, 2014; Huang et al., 2015; Puchkin and Zhivotovskiy, 2021), where
the algorithms are developed with (in general) hard-to-implement ERM oracles

ZHowever, passive learning with abstention only achieves error rate an with n samples (Bous-
quet and Zhivotovskiy, 2021).
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(Guruswami and Raghavendra, 2009) and the the guarantees dependence on the
so-called disagreement coefficient (Hanneke, 2014). More recently, learning with
function approximation have been studied inactive learning and contextual bandits
(Dekel et al., 2012; Agarwal et al., 2012; Foster et al., 2018; Krishnamurthy et al.,
2019). The function approximation scheme permits efficient regression oracles,
which solve convex optimization problems with respect to regression functions
(Krishnamurthy et al., 2017, 2019; Foster et al., 2018). It can also be analyzed with
the scale-sensitive version of disagreement coefficient, which is usually tighter than
the original one (Foster et al., 2020c; Russo and Van Roy, 2013). Our algorithms
are inspired Krishnamurthy et al. (2019), where the authors study active learning
under the standard excess error. The main deviation from Krishnamurthy et al.
(2019) is that we need to manually construct a classifier h with an abstention option
and h ¢ %, which leads to differences in the analysis of excess error and label
complexity. We borrow techniques developed in contextual bandits Russo and
Van Roy (2013); Foster et al. (2020c) to analyze our algorithm.

Although one can also apply our algorithms in the nonparametric regime with
proper pre-processing schemes such discretizations, our algorithm primarily works
in the parametric setting with finite pseudo dimension (Haussler, 1995) and finite
(value function) disagreement coefficient (Foster et al., 2020c). Active learning
has also been studied in the nonparametric regime (Castro and Nowak, 2008;
Koltchinskii, 2010; Minsker, 2012; Locatelli et al., 2017). Notably, Shekhar et al.
(2021) studies Chow’s excess error with margin-type of assumptions. Their setting is
different to ours and poly(+) label complexities are achieved. If abundant amounts
of data points are allowed to be exactly at the decision boundary, i.e., n(x) = 1,
Kpotufe et al. (2021) recently shows that, in the nonparametric regime, no active
learner can outperform the passive counterpart.

2.2 Efficient Active Learning with Abstention

We provide our main algorithm (Algorithm 1) in this section. Algorithm 1 is an
adaptation of the algorithm developed in Krishnamurthy et al. (2017, 2019), which
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studies active learning under the standard excess error (and Massart/Tsybakov
noises). We additionally take the abstention option into consideration, and manually
construct classifiers using the active set of (uneliminated) regression functions
(which do not belong to the original hypothesis class). These new elements allow
us to achieve ¢ Chow’s excess error with polylog (1) label complexity, without any

low noise assumptions.

Algorithm 1 Efficient Active Learning with Abstention

Input: Accuracy level ¢ > 0, abstention parameter y € (0,1/2) and confidence
level 5 € (0,1).
1: Define T := 6(%13(%), M = [log, T| and C; := O(Pdim(J) - log(T/3)).
2: Definet,,:=2"form>1,t9:=0and B, :=(M—m+1)-Cs.
3: forepochm =1,2,...,Mdo
4 Getfn = argmin, ;> ™" Q¢ (f(x) —y¢)*
//We use Q¢ €{0,1} to indicate whether the label of x{ is queried.

(Implicitly) Construct active set of regression functions F,, C F as

o

Fm = {f €F: Z_ Q¢ (fxy) _yt)z < Z_ Qt(?m(xt) _Ut)z + Bm}
t=1 t=1

6:  Construct classifier ﬁm X —{+1,—1, L} as

R (x) = 1, if [lcb(x; Fin), ucb(x; Fr)] € [ —v, 2 +v];
T | sign(2fim(x) — 1), ow.

and construct query function gm(x) = 1(3 € (Icb(x; Fn), ucb(x; Fn))) -
L(hm(x) # 1).
if epoch m = M then
Return classifier hp,.
9: fortimet=7t,1+1,...,Tm do

10: Observe x; ~ Dy. Set Q¢ := gm (Xt )-
11: if Q¢ =1 then
12: Query the label y; of x;.

Algorithm 1 runs in epochs of geometrically increasing lengths. At the begin-
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ning of epoch m € [M], Algorithm 1 first computes the empirical best regression
function f,, that achieves the smallest cumulative square loss over previously la-
beled data points (f; can be selected arbitrarily); it then (implicitly) constructs an
active set of regression functions J,,, where the cumulative square loss of each
f € Fm is not too much larger than the cumulative square loss of empirical best re-
gression function fon. For any x € X, based on the active set of regression functions,
Algorithm 1 constructs a lower bound lcb(x; Fy,) = infecs f(x) and an upper
bound ucb(x; F,,) = sup feT., f(x) for the true conditional probability n(x). An
empirical classifier }Atm : X — {+1,—1, L} and a query function g, : X — {0, 1} are
then constructed based on these confidence ranges and the abstention parameter .
For any time step t within epoch m, Algorithm 1 queries the label of the observed
data point x, if and only if Q¢ := gm(x¢) = 1. Algorithm 1 returns }ALM as the
learned classifier.

We now discuss the empirical classifier hy and the query function g, in more
detail. Consider the event where f* € F,, for all m € [M], which can be shown to
hold with high probability. The constructed confidence intervals are valid under
this event, i.e., n(x) € [lcb(x; I ), ucb(x; F,,,)]. First, let us examine the conditions
that determine a label query. The label of x is not queried if

e Case 1: h,(x) = L. We haven(x) € [lcb(x; ), uch(x; Fn)] € 12 — v, 1 +71.
Abstention leads to the smallest error (Herbei and Wegkamp, 2006), and no
query is needed.

e Case2: % ¢ (Icb(x; Fm ), ucb(x; F1.)). We have sign(Z?m(x)—l) = sign(2f*(x)—
1). Thus, no excess error is incurred and there is no need to query.

The only case when label query is issued, and thus when the classifier R may

suffer from excess error, is when

NI -

€ (leb(x; Fn), uch(x; Fy)) and  [lcb(x; Frn), uch(x; Fn)l € B —y,%+y]

(2.3)



26

hold simultaneously. Eq. (2.3) necessarily leads to the condition w(x; Jy,) =
ucb(x; Fm) — leb(x; Iy ) > y. Our theoretical analysis shows that the event must
1(w(x; Im) > v) happens infrequently, and its frequency is closely related to the so-
called value function disagreement coefficient (Foster et al., 2020c), which we introduce

as follows.?

Definition 2.6 (Value function disagreement coefficient). For any f* € F and vy, g9 >
0, the value function disagreement coefficient 032 (F, vy, €o) is defined as

2
sup sup {%-P@x(ﬂfeﬂlef(x)—f’*(x)l>y,|\f—f*HDx<£)}\/1,

Dx vY>Yo,£>€0
where |f]|3, = Exp, [f2(x)].

Combining the insights discussed above, we derive the following label complex-
ity guarantee for Algorithm 1 (we use 0 := sup,. €F 150 0% (F,v/2,1) and discuss

its boundedness below). *

Theorem 2.7. With probability at least 1—29, Algorithm 1 returnsa classiﬁer with Chow'’s
( 0 Pdlm ( 0 Pdim (F 0 Pdim (F) ) )

excess error at most € and label complexity O ly. log(=—5

L Jog?

Theorem 2.7 shows that Algorithm 1 achieves exponential label savings (i.e.,
polylog(1)) without any low noise assumptions. We discuss the result in more

detail next.

e Boundedness of 0. The value function disagreement coefficient is well-
bounded for many function classes of practical interests. For instance, we
have 0 < d for linear functions on R¢ and 0 < Cji, - d for generalized linear

functions (where Cj;,« is a quantity related to the link function). Moreover,

3Compared to the original definition studied in contextual bandits (Foster et al., 2020c), our
definition takes an additional “sup” over all possible marginal distributions D to account for
distributional shifts incurred by selective querying (which do not occur in contextual bandits). Nev-
ertheless, as we show below, our disagreement coefficient is still well-bounded for many important
function classes.

4t suffices to take 0 = O‘f"il(fﬂy /2,1) with t oc /Y€ to derive a slightly different guarantee. See
Section 2.5.3.
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0 is always upper bounded by complexity measures such as (squared) star
number and eluder dimension (Foster et al., 2020c). See Section 2.5.1 for the
detailed definitions/bounds.

e Comparison to Puchkin and Zhivotovskiy (2021). The label complexity
bound derived in Theorem 2.7 is similar to the one derived in Puchkin and
Zhivotovskiy (2021), with one critical difference: The bound derived in
Puchkin and Zhivotovskiy (2021) is in terms of classifier-based disagreement
coefficient § (Hanneke, 2014). Even in the case with linear classifiers, 8 is
only known to be bounded under additional assumptions, e.g., when Dy is

uniform over the unit sphere.

Computational efficiency. We discuss how to efficiently implement Algorithm 1
with the regression oracle defined in Eq. (2.1). > Our implementation relies on
subroutines developed in Krishnamurthy et al. (2017); Foster et al. (2018), which
allow us to approximate confidence bounds ucb(x; J,,) and Icb(x; Fy,,) up to o
approximation error with O(é log %) (or O(log &) when ¥ is convex and closed
under pointwise convergence) calls to the regression oracle. To achieve the same
theoretical guarantees shown in Theorem 2.7 (up to changes in constant terms),
we show that it suffices to (i) control the approximation error at level O(%),
(ii) construct the approximated confidence bounds lcb(x; 5, ) and ucb(x; Fy,) in a
way such that the confidence region is non-increasing with respect to the epoch
m, i.e., (Icb(x; F,n), uchb(x; Fn)) € (Icb(x; Fn_1), uch(x; T 1)) (this ensures that
the sampling region is non-increasing even with approximated confidence bounds,
which is important to our theoretical analysis), and (iii) use the approximated
confidence bounds E\b(x; F) and u/c\b(x; F..) to construct the classifier ﬁm and

the query function g,,. We provide our guarantees as follows, and leave details

°Recall that the implementation of the regression oracle should be viewed as an efficient opera-
tion since it solves a convex optimization problem with respect to the regression function, and it
even admits closed-form solutions in many cases, e.g., it is reduced to least squares when f is linear.
On the other hand, the ERM oracle used in Puchkin and Zhivotovskiy (2021) is NP-hard even for a
set of linear classifiers (Guruswami and Raghavendra, 2009).
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to Section 2.5.3 (we redefine 0 := sup,. 0%2(F,v/4,1) in the Theorem 2.8 to

EF, >0
account to approximation error).

Theorem 2.8. Algorithm 1 can be efficiently implemented via the regression oracle and

enjoys the same theoretical guarantees stated in Theorem 2.7. The number of oracle calls

( 0 Pdim (F) )
ey

needed is 6(%) for a general set of regression functions F, and 0 when

YS
F is convex and closed under pointwise convergence. The per-example inference time of the
learned ]/’\LM is (N)(% logz(m)) for general §, and 6(log %) when F is convex and

closed under pointwise convergence.

With Theorem 2.8, we provide the first computationally efficient active learning
algorithm that achieves exponential label savings, without any low noise assump-

tions.

2.3 Guarantees under Standard Excess Error

We provide guarantees for Algorithm 1 under standard excess error. In Section 2.3.1,
we show that Algorithm 1 can be used to recover the usual minimax label complexity
under Massart/Tsybakov noise; we also provide a new learning paradigm based
on Algorithm 1 under limited budget. In Section 2.3.2, we show that Algorithm 1
provably avoid the undesired noise-seeking behavior often seen in active learning.

2.3.1 Recovering Minimax Optimal Label Complexity

One way to convert an abstaining classifier h:X = Yu {L}into a standard classifier
h:X — Y is by randomizing the prediction in its abstention region, i.e., if h(x) =1,
then its randomized version h(x) predicts +1/ — 1 with equal probability (Puchkin
and Zhivotovskiy, 2021). With such randomization, the standard excess error of h
can be characterized as

err(h) — err(h*) = erry (h) —err(h*) + v - Py_p, (h(x) = L). (2.4)
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The standard excess error depends on the (random) abstention region of h, which
is difficult to quantify in general. To give a more practical characterization of
the standard excess error, we introduce the concept of proper abstention in the
following.

Definition 2.9 (Proper abstention). A classifier h:X — Yu{L) enjoys proper abstention
if and only if it abstains in regions where abstention is indeed the optimal choice, i.e.,
[xeX:h(x) =L} C{xeX:nx) e[l -y, 1+y]} =X,

Proposition 2.10. The classifier h returned by Algorithm 1 enjoys proper abstention. With
randomization over the abstention region, we have the following upper bound on its standard

excess error
err(h) —err(h*) < erry(}Al) —err(h*) +v - Py, (x € X,). (2.5)

The proper abstention property of h returned by Algorithm 1 is achieved via
conservation: h will avoid abstention unless it is absolutely sure that abstention
is the optimal choice.® To characterize the standard excess error of classifier with
proper abstention, we only need to upper bound the term P, .5 (x € X, ), which
does not depends on the (random) classifier h. Instead, it only depends on the
marginal distribution. We next introduce the common Massart/Tsybakov noise

conditions.

Definition 2.11 (Massart noise, Massart and Nédélec (2006)). The marginal distribu-
tion Dy satisfies the Massart noise condition with parameter Tp > 0 if
Px e X:In(x)—1/2| < 1) =0.

Definition 2.12 (Tsybakov noise, Tsybakov (2004)). The marginal distribution Do
satisfies the Tsybakov noise condition with parameter 3 > 0 and a universal constant ¢ > 0
ifP(x € X:Mm(x)—1/2 < 1) < ctP forany T > 0.

®On the other hand, however, the algorithm provided in Puchkin and Zhivotovskiy (2021) is
very unlikely to have such property. In fact, only a small but nonzero upper bound of abstention rate
is provided (Proposition 3.6 therein) under the Massart noise with vy < % ; yet any classifier that
enjoys proper abstention should have exactly zero abstention rate.
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As in Balcan et al. (2007); Hanneke (2014), we assume knowledge of noise pa-
rameters (e.g., To, ). Together with the active learning lower established in Castro
and Nowak (2006, 2008), and focusing on the dependence of ¢, our next theorem
shows that Algorithm 1 can be used to recover the minimax label complexity in

active learning, under the standard excess error.

Theorem 2.13. With an appropriate choice of the abstention parameter vy in Algorithm 1
and randomization over the abstention region, Algorithm 1 learns a classifier h at the
minimax optimal rates: To achieve € standard excess errot, it takes @)(Ta 2) labels under
Massart noise and takes © (e~ 1+8)) labels under Tsybakov noise.

Remark 2.14. In addition to recovering the minimax rates, the proper abstention property
is desirable in practice: It guarantees that h will not abstain on easy examples, i.e., it will not
mistakenly flag easy examples as “hard-to-classify”, thus eliminating unnecessary human
labeling efforts.

Algorithm 1 can also be used to provide new learning paradigms in the limited
budget setting, which we introduce below. No prior knowledge of noise parameters
are required in this setup.

New learning paradigm underlimited budget. Given any labeling budget B > 0,
we can then choose y ~ B~!/2 in Algorithm 1 to make sure the label complexity is
never greater than B (with high probability). The learned classifier enjoys Chow’s
excess error (with parameter y) at most ¢; its standard excess error (with random-
ization over the abstention region) can be analyzed by relating the y- Py .p, (x € X))
term in Eq. (2.5) to the Massart/Tsybakov noise conditions, as discussed above.

2.3.2 Abstention to Avoid Noise-Seeking

Active learning algorithms sometimes exhibit noise-seeking behaviors, i.e., oversam-
pling in regions where n(x) is close to the % level. Such noise-seeking behavior is
known to be a fundamental barrier to achieve low label complexity (under standard
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excess error), e.g., see Kddridinen (2006). We show in this section that abstention
naturally helps avoiding noise-seeking behaviors and speeding up active learning.

To better illustrate how properly abstaining classifiers avoid noise-seeking be-
havior, we first propose new noise conditions below, which strictly generalize the
usual Massart/Tsybakov noises.

Definition 2.15 (Noise-seeking Massart noise). The marginal distribution D satisfies
the noise-seeking Massart noise condition with parameters 0 < (o < T9 < 1/2ifPyp. (x €
X:l<mix)—1/2 < 1) =0.

Definition 2.16 (Noise-seeking Tsybakov noise). The marginal distribution D satis-
fies the noise-seeking Tsybakov noise condition with parameters 0 < (o < 1/2,3 > 0and a
universal constant ¢ > 0if Py_p. (x € X: {o < In(x) —1/2| < 1) < ¢ TP for any © > .

Compared to the standard Massart/Tsybakov noises, these newly proposed
noise-seeking conditions allow arbitrary probability mass of data points whose
conditional probability n(x) is equal/close to 1/2. As aresult, they can trick standard
active learning algorithms into exhibiting the noise-seeking bahaviors (and hence
their names). We also mention that the parameter ¢, should be considered as an
extremely small quantity (e.g., (o < ¢), with the extreme case corresponding to
(o = 0 (which still allow arbitrary probability for region {x € X : n(x) = 1/2}).

Ideally, any active learning algorithm should not be heavily affected by these
noise conditions since it hardly matters (in terms of excess error) what label is
predicted over region {x € X : n(x) — 1/2| < (o}. However, these seemingly benign
noise-seeking conditions can cause troubles for any “uncertainty-based” active
learner, i.e., any active learning algorithm that requests the label for any point that
is uncertain (see Definition 2.41 in Section 2.5.4 for formal definition). In particular,

under limited budget, we derive the following result.

ege . . 1 201 1
Proposition 2.17. Fix ¢,8,y > 0. For any labeling budget B 2 — -log"(=) - log(—5),

E ey o
there exists a learning problem (with a set of linear regression functions) satisfying Defi-

nition 2.15/Definition 2.16 such that (1) any “uncertainty-based” active learner suffers
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expected standard excess error Q(B™1); yet (2) with probability at least 1 — §, Algorithm 1
returns a classifier with standard excess error at most €.

The above result demonstrates the superiority of our Algorithm 1 over any
“uncertainty-based” active learner. Moreover, we show that Algorithm 1 achieves
similar guarantees as in Theorem 2.13 under the strictly harder noise-seeking
conditions. Specifically, we have the following guarantees.

Theorem 2.18. With an appropriate choice of the abstention parameter vy in Algorithm 1
and randomization over the abstention region, Algorithm 1 learns a classifier h with & +
standard excess error after querying ©(ty2) labels under Definition 2.15 or querying

©(e~2/1+B)) Iabels under Definition 2.16.

The special case of the noise-seeking condition with ¢y = 0 is recently studied
in (Kpotufe et al., 2021), where the authors conclude that no active learners can
outperform the passive counterparts in the nonparametric regime. Theorem 2.18
shows that, in the parametric setting (with function approximation), Algorithm 1

provably overcomes these noise-seeking conditions.

2.4 Extensions

We provide two adaptations of our main algorithm (Algorithm 1) that can (1)
achieve constant label complexity for a general set of regression functions (Sec-
tion 2.4.1); and (2) adapt to model misspecification (Section 2.4.2). These two
adaptations can also be efficiently implemented via regression oracle and enjoy
similar guarantees stated in Theorem 2.8. We defer computational analysis to
Section 2.5.5 and Section 2.5.6.

2.4.1 Constant Label Complexity

We start by considering a simple problem instance with X = {x}, where active
learning is reduced to mean estimation of n(x). Consider the Massart noise case

where n(x) ¢ [% — Ty, % + o). No matter how small the desired accuracy level ¢ > 0
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log( 1/ J) )
0
with probability at least 1 — 5, which ensures 0 excess error. In the general setting,

log ( 1/5)
(sl

is, the learner should not spend more than O( labels to correctly classify x
but with Chow’s excess error, a similar result follows: It takes at most O
samples to verify if n(x) is contained in [5 -, 5 + v] or not. Taking the optimal
action within {+1, -1, 1} (based on Eq. (2.2)) then leads to 0 Chow’s excess error.
This reasoning shows that, at least in simple cases, one should be able to achieve
constant label complexity no matter how small ¢ is. One natural question to ask is

as follows.

Can active learning achieve constant label complexity in more general cases?

We provide the first affirmative answer to the above question with a general set
of regression function JF (finite), and under general action space X and marginal
distribution Dy. The positive result is achieved by Algorithm 2 (deferred to Sec-
tion 2.5.5.2), which differs from Algorithm 1 in two aspects: (1) we drop the epoch
scheduling, and (2) apply a tighter elimination step derived from an optimal stop-
ping theorem. Another change comes from the analysis of the algorithm: Instead
of analyzing with respect to the disagreement coefficient, we work with the eluder
dimension ¢ := sup, .5 e+ (F,v/ 2).” To do that, we analyze active learning from the
perspective of regret minimization with selective querying (Dekel et al., 2012), which
allows us to incorporate techniques developed in the field of contextual bandits
(Russo and Van Roy, 2013; Foster et al., 2020c). We defer a detailed discussion to
Section 2.5.5.1 and provide the following guarantees.

Theorem 2.19. With probability at least 1 — 25, Algorithm 2 returns a classifier with

e-log( I’fl/é )
v?

expected Chow'’s excess error at most € and label complexity O , which is inde-

pendent of <.

Based on discussion in Section 2.3, we can immediately translate the above

results into standard excess error guarantees under the Massart noise (with y re-

"We formally define eluder dimension in Section 2.5.1. As examples, we have ¢ = O(d - log %)

for linear functions in R4, and ¢ = O(Cjjn - dlog ) for generalized linear functions (where Cjink is
a quantity related to the link function).
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placed by 1¢). We next discuss why existing algorithms/analyses do not guarantee

constant label complexity, even in the linear case.

1. Epoch scheduling. Many algorithms proceed in epochs and aim at halving
the excess error after each epoch (Balcan et al., 2007; Zhang and Chaudhuri,
2014; Puchkin and Zhivotovskiy, 2021). One inevitably needs log + epochs to

achieve ¢ excess error.

2. Relating to disagreement coefficient. The algorithm presented in Krishna-
murthy et al. (2019) does not use epoch scheduling. However, their label

complexity are analyzed with disagreement coefficient, which incurs an

1/e 1

i—17 = O(log %) term in the label complexity.

Remark 2.20. Algorithm 2 also provides guarantees when x is selected by an adaptive
adversary (instead of i.i.d. sampled x ~ D+ ). In that case, we simultaneously upper bound
the regret and the label complexity (see Theorem 2.42 in Section 2.5.5.2). Our results can
be viewed as a generalization of the results developed in the linear case (Dekel et al., 2012).

2.4.2 Dealing with Model Misspecification

Our main results are developed under realizability (Assumption 2.1), which as-
sumes that there exists a f* € F such that f* = 1. In this section, we relax that
assumption and allow model misspecification. We assume the learner is given a
set of regression function ¥ : X — [0, 1] that may only approximates the conditional
probability . More specifically, we make the following assumption.

Assumption 2.21 (Model misspecification). There exists a f € F such that f approxi-

maten up to x > 0 accuracy, i.e., supxexﬁ(x) —n(x)| < K.

We use a variation of Algorithm 1 to adapt to model misspecification (Algo-
rithm 3, deferred to Section 2.5.6.1). Compared to Algorithm 1, the main change in
Algorithm 3 is to apply a more conservative step in determining the active set J;,
at each epoch: We maintain a larger active set of regression function to ensure that

f is not eliminated throughout all epochs. Our algorithm proceeds without knowing
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the misspecification level k. However, the excess error bound presented next holds
under the condition that k < ¢ (i.e., it requires that the misspecification is no larger
than the desired accuracy; we leave a comprehensive study for the problem with
general approximation error for future work). Abbreviate 0 := sup,_, 9?1(3",‘}/ /2,1),
we achieve the following guarantees.

Theorem 2.22. Suppose k < e. With probability at least 1 — 25, Algorithm 3 returns a

classifier with Chow’s excess error O - 0- log(PdL)) and label complexity O(w .
log (Pdlm ) log(Pdglril/é)))

2.5 Proofs and Supporting Results

2.5.1 Disagreement Coefficient, Star Number and Eluder

Dimension

We provide formal definitions/guarantees of value function disagreement coeffi-
cient, eluder dimension and star number in this section. These results are developed
in Foster et al. (2020c); Russo and Van Roy (2013). Since our guarantees are devel-
oped in terms of these complexity measures, any future developments on these
complexity measures (e.g., with respect to richer function classes) directly lead to
broader applications of our algorithms.

We first state known upper bound on value function disagreement coefficient

with respect to nice sets of regression functions.

Proposition 2.23 (Foster et al. (2020c)). For any f* € Fand v, e > 0, let 0%(F,y, €)
be the value function disagreement coefficient defined in Definition 2.6. Let ¢ : X — R% be
a fixed feature mapping and W C R< be a fixed set. The following upper bounds hold true.

o Suppose F :={x — (b(x),w) : w € W}is a set of linear functions. We then have
SUPtcs v>0,e0 0y (F,v,e) < d.
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o Suppose I :={x — o((d(x),w)) : w € W}is a set of generalized linear functions
with any fixed link function o : R — R such that 0 < ¢; < ¢’ < ¢y,. We then have

val cy 2
SUP¢cg y>0,e>0 0% (F,v,€) < c_Lll -d.

We next provide the formal definition of value function eluder dimension and
star number (Foster et al., 2020c; Russo and Van Roy, 2013).

Definition 2.24 (Value function eluder dimension). For any f* € Fand y > 0, let
&« (F,v) be the length of the longest sequence of data points x, ..., x™ such that for all i,
there exists T+ € F such that

) =N >y, and ) (F(J)— ()7 <~

j<i
The value function eluder dimension is defined as e¢-(F,v¢) = Sup., 5., e (F,y).

Definition 2.25 (Value function star number). Forany f* € Fandy > 0, let 5¢(F,y)
be the length of the longest sequence of data points x', ..., x™ such that for all i, there exists
f' € F such that

O =0 >y, and ) () — ()7 <~
#i

The value function eluder dimension is defined as s¢- (F,vo) = sup., 5., 5 (F,v).

Since the second constrain in the definition of star number is more stringent
than the counterpart in the definition of eluder dimension, one immediately have
that s¢ (F,v) < e« (F,v). We provide known upper bounds for eluder dimension

next.

Proposition 2.26 (Russo and Van Roy (2013)). Let ¢ : X — RY be a fixed feature
mapping and W C R4 bea fixed set. Supposesup, . ||d(x)]|2 < Land sup,,_,y[|w|2 < 1.
The following upper bounds hold true.

e Suppose F := {x — (p(x),w) : w € W}is a set of linear functions. We then have
SUP. g er+(F,v) = O(dlog %).
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o Suppose I :={x — o((d(x),w)) : w € W}is a set of generalized linear functions
with any fixed link function o : R — R such that 0 < ¢; < ¢’ < ¢y,. We then have

sup;.cq e (F,7) = O((£) dlog(<)).

The next result shows that the disagreement coefficient (with our Definition 2.6)
can be always upper bounded by (squared) star number and eluder dimension.

Proposition 2.27 (Foster et al. (2020c)). Suppose F is a uniform Glivenko-Cantelli
class.

For any f* : X — [0,1] and y,e¢ > 0, we have 0¥2(F,v,¢) < 4(s¢(F,v))?, and
0% (F,v,e) < 4der(F, ).

The requirement that J is a uniform Glivenko-Cantelli class is rather weak: It is
satisfied as long as J has finite Pseudo dimension (Anthony, 2002).

In our analysis, we sometimes work with sub probability measure (due to selec-
tive sampling). Our next result shows that defining the disagreement coefficient
over all (sub) probability measures will not affect its value. More specifically, de-
note §¥fl (F,7v, €) be the disagreement coefficient defined in Definition 2.6, but with
sup taking over all probability and sub probability measures. We then have the
following equivalence.

Proposition 2.28. Fix any vy, g9 > 0. We have §¥il(3", Yo, €0) = 0V (F, vo, €0).

Proof. We clearly have 6‘;31(3", Yo, €0) = 0%3(F,vo, €0) by additionally considering
sub probability measures. We next show the opposite direction.

Fix any sub probability measure Do that is non-zero (otherwise we have P 5,.0)=
0). Suppose E,_5 [1] = k < 1. We can now consider its normalized probability
measure Dy such that Dy (w) = M (for any w in the sigma algebra). Now fix

any y > yp and € > ¢;. We have

Y .]P’@x(ﬂf €F:[f(x) — F(x)| >, If — |5, < 52)

2
- —J/K P (I € T2 IX) — 00 >, I = 15, < &/x)
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2
=5 Py (I € T ) — 00 >, I = Ui, < &)

< e¥fl(?/V0/ 80)/

where we denote € := \/LE > ¢, and the last follows from the fact that D is a

probability measure. We then have 6"5‘1(3", Yo, €0) < 0%(F,v0, &), and thus the
desired result. O

2.5.2 Concentration Results

The Freedman’s inequality is quite common in the field of active learning and
contextual bandits, e.g., (Freedman, 1975; Agarwal et al., 2014; Krishnamurthy
et al., 2019; Foster et al., 2020c). We thus state the result without proof.

Lemma 2.29 (Freedman'’s inequality). Let (Z)i<7 be a real-valued martingale difference
sequence adapted to a filtration §, and let E,[-] := E[- | §_1]. If |Z¢| < B almost surely,
then for anym € (0,1/B) it holds with probability at least 1 — 5,

izt Z E.(Z3] + log 57"

t=1 t=1 n

Lemma 2.30. Let (Z)<T to be real-valued sequence of random variables adapted to a
filtration §. If |Z| < B almost surely, then with probability at least 1 — 9,

T 3 T
tZ_l Z.<3 Z ([Z,] +4Blog(2671),
and
.
Y EJZJ<2) Z,+8Blog(257").
t=1

Proof. This is a direct consequence of Lemma 2.29. O
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We define/recall some notations first. Fix any epoch m € [M] and any time step t
within epoch m. Forany f € F, we denote M (f) := Q¢ ((f(x¢) —ye)*— (f*(x¢) —yt)?),
and R, (f) := > i Qu(f(xe) — yi)?. Recall that we have Qt = gm(x¢). We define
filtration § := o((x1,Y1),..., (xt,yt)),® and denote E([-] := E[- | F¢_1].

We first provide a simple concentration result with respect to a finite J.

Lemma 2.31. Suppose J is finite. Fix any & € (0,1). For any t,7v" € [T] such that T < v/,
with probability at least 1 — 8, we have

ZMt Z “E M (f)] + C5(F),
t=T

and

Y EdM. ()] 2ZMt )+ Cs(9),
t=71

where C5(F) = 810g('5r‘ TZ)

Proof. We first notice that M, (f) adapts to filtration §, and satisfies [M(f)| < 1.
The results follow by taking Lemma 2.30 together with a union bound over f € &
and T, v € [T]. O

Although one can not directly apply a union bound as in Lemma 2.31 in the case
when the set of regression function J is infinite (but has finite Pseudo dimension by
assumption), it turns out that similar guarantees as in Lemma 2.31 can be derived.

We first recall the formal definition of the Pseudo dimension of 7.

Definition 2.32 (Pseudo Dimension, Pollard (1984); Haussler (1989, 1995)). Con-
sider a set of real-valued function F : X — R. The pseudo-dimension Pdim(F) of F is
defined as the VC dimension of the set of threshold functions {(x, ) — 1(f(x) > ¢) : f € T}

8y, is not observed (and thus not included in the filtration) when Q; = 0. Note that Q; is
measurable with respect to o((F¢—1,x+¢)).
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Lemma 2.33 (Krishnamurthy et al. (2019)). Suppose Pdim(J) < oco. Fix any § €
(0,1). For any 7,t" € [T] such that T < v/, with probability at least 1 — 6, we have

ZMt Z “E M ()] + C5(F),
t=1

and

> EdM(f)] 2ZMt )+ Cs(F),
t=1

where Cs(F) = C - (Pdim( ). logT+log<M>) < €'+ (Pdim(9) - log(L)),
where C, C" > 0 are universal constants.

We will be primarily using Lemma 2.33 in the following. However, one can
replace Lemma 2.33 with Lemma 2.31 to derive results with respect to a finite set

of regressions J.

2.5.3 Proofs and Supporting Results for Section 2.2

We give the proof of Theorem 2.7 and Theorem 2.8. Supporting lemmas used in
the proofs are deferred to Section 2.5.3.1.
Fix any classifier h:X — {+1,—1, L}. For any x € X, we introduce the notion

excess, (h; x) i= Py, (y # sign(h(x))) - 1(h(x) # L) + (1/2—v) - 1(h(x) = 1)
— Py (y # sign(h*(x)))
= 1(h(x) # L) - (Pyi(y # sign(h(x))) — Py (y # sign(h*(x))))
+ ]l(}AL(x) = J_) . ((1/2 —y) —Pyix (y + sign(h*(x)))) (2.6)

to represent the excess error of h at point x € X. Excess error of classifier h can be

then written as excessy(ﬁ) = erry(h) —err(h*) =E,.p, [excessy(h x)].
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Theorem 2.7. With probability at least 1—29, Algorithm 1 returnsa classiﬁer with Chow’s
( 0 Pdlm ( 0 Pdlm 0 Pdim (F) ) )

excess error at most € and label complexity O 1) - log( VS

L log?

Proof. We analyze under the good event € defined in Lemma 2.33, which holds with
probability at least 1 — 8. Note that all supporting lemmas stated in Section 2.5.3.1
hold true under this event.

We analyze the Chow’s excess error of }Alm, which is measurable with respect
to §, ,. Forany x € X, if g, (x) = 0, Lemma 2.39 implies that excessy(ﬁm; x) <0.
If g (x) = 1, we know that hy, (x) # L and 1 € (Ieb(x; Fm), uch(x; Fn)). Note that
hm(x) # h*(x) only if sign(2f*(x) — 1) - sign(2f,, (x) — 1) < 0. Since *, f,, € Fp by
Lemma 2.35. The error incurred in this case can be upper bounded by 2|f*(x)—1/2| <
2w(x; Iy ), which results in excess,, (}Atm ;x) < 2w(x; I ). Combining these two cases
together, we have

excessy (M) < 2By, [1(gm(x) = 1) - w(x; T ).

Take m = M and apply Lemma 2.38, with notation p,, := 2, + Cs, leads to the
following guarantee.

~ 8pm
excessy (hpm) < gy <5t Y/2, v/ Pm/2Thm— 1)

™ —-1Y
P 1
_ O dlm( ) Og(T/é) . e\f/;jl <3~, '}//2, /C{)/T> ,
Ty
where we use the fact that 7 < Tm-1 < T and definitions of 3,,, and C;s. Simply con-

sidering 6 := sup;. .4, 9?‘1‘1(3’ v/2,1) as an upper bound of 0Y(F,v/2,/Cs/T)
and taking

T O(e Pdim (F) -log(e Pdim(&")))
£y £y d

ensures that excessy(ﬁM) <e.
We now analyze the label complexity (note that the sampling process of Algo-
rithm 1 stops at time t = Tym—1). Note that E[1(Q¢ = 1) | §i—1] = Ex-», [1(gm(x) =
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1)] for any epoch m > 2 and time step t within epoch m. Combine Lemma 2.30
with Lemma 2.37 leads to

TM—1
Z 1

t=1
3TM1
ZZE (Qe=1) [Tt —I—4log6 1
Ll 4p
3+§ Z T m; = eﬁl(? Y/2,/ P/ 2T 1) +4logd !
m—1

<3+6 py—*; e?ﬂ(s—f v/2, N O/ 2T 1>+410g6 1

m=2

18log T- M- C
<344logs '+ —8 - © 0 (7,v/2,\/Co/T)

_o(9Pdim(%) (,  (0Pdim(J) 21 0 Pdim(F)
N )]

with probability at least 1 — 25 (due to an additional application of Lemma 2.30);

where we plug the above choice of T and upper bound other terms as before. [

A slightly different guarantee for Algorithm 1. The stated Algorithm 1 takes
0 1= SuUp.. 5,0 07 (F,v/2,1) as an input (the value of 8 can be upper bounded for
many function class J, as discussed in Section 2.5.1). However, we don’t necessarily

need to take 0 as an input to the algorithm Indeed, we can simply run a modified
Pdim (F
&€

version of Algorithm 1 with T = Followmg similar analyses in proof of
Theorem 2.7, set . := 1/Cs/T x /Y€, the modified version achieves excess error

excessy(ﬁM) =0 (a OV (T, v/2,0) Jog(%ﬁ))
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with label complexity
0V (F,v/2,1) - Pdim(F) Pdim(F)\ > Pdim (F)
O 5 | log| ——— logl —— ) |-
Y Y ey d

We now discuss the efficient implementation of Algorithm 1 and its computa-
tional complexity. We first state some known results in computing the confidence

intervals with respect to a set of regression functions J.

Proposition 2.34 (Krishnamurthy et al. (2017); Foster et al. (2018, 2020c)). Con-
sider the setting studied in Algorithm 1. Fix any epoch m € [M] and denote B, =
{(xt, Qe, yo)};y". Fixany o > 0. For any data point x € X, there exists algorithms Alg,_,
and Alg . that certify

leb(x; Fn) — ¢ < Alg, (% B, Bm, &) < lcb(x; F)  and
ucb(x; Im) < Alg, ., (% B, Bm, &) < uch(x; Fy) + .

The algorithms take O(Z;log L) calls of the regression oracle for general F and take
O(log %) calls of the regression oracle if F is convex and closed under pointwise con-
vergence.

Proof. See Algorithm 2 in Krishnamurthy et al. (2017) for the general case; and
Algorithm 3 in Foster et al. (2018) for the case when J is convex and closed under
pointwise convergence. [

We next discuss the computational efficiency of Algorithm 1. Recall that we rede-
fine 0 := sup;. 45, 072 (F,v/4,1) in the Theorem 2.8 to account to approximation

error.

Theorem 2.8. Algorithm 1 can be efficiently implemented via the regression oracle and

enjoys the same theoretical guarantees stated in Theorem 2.7. The number of oracle calls

needed is 6(%) for a general set of regression functions F, and 6(%@) when

‘YS
JF is convex and closed under pointwise convergence. The per-example inference time of the
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0 Pdim ()
£

learned ]/’\lM is 6(% logz( )) for general F, and 6(log %) when F is convex and

closed under pointwise convergence.

(M—m)y

- With any
observed x € X, we construct the approximated confidence intervals Icb(x; I, ) and

Proof. Fix any epoch m € [M]. Denote & := ;; and o, =

u/c\b(x; F ) as follows.

Icb(x; Fin) 1= Algyy (X; Br, Bin, &) — ety and
UCD(X; Frm) = Alg, e, (X; Bon, B, &) + .

For efficient implementation of Algorithm 1, we replace Icb(x; I, ) and ucb(x; Iy, )
with EB(X; F ) and u/c\b(x,' F ) in the construction of PALm and g,.

Based on Proposition 2.34, we know that

leb(x; Frm) — ot — & < EB(X; Fn) <lcb(x; Fn) — iy and

ucb(x; Fin) + o < u/c\b(x; Fm) <uch(x; Fr) + ot + &

Since o, + & < ¥ for any m € [M], the guarantee in Lemma 2.36 can be modified
as gm(0) =1 = Wix;Tn) > 1.

Fix any m > 2. Since J,,, € J,,_1 by Lemma 2.35, we have

—~

ET)(X; Fm) = leb(x; Fn) — ot — & > leb(x; Frne1) — &1 = leb(x; Frno1) and

P
ucb(x; Frn) < ucb(x; F) + ot + & < uch(X; Fon 1) + o1 < UCh(%; Fon 1)

These ensure 1(gm(x) = 1) < 1(gm_1(x) = 1). Thus, the guarantees stated in
Lemma 2.37 and Lemma 2.38 still hold (with ¥ replaced by ¥ due to modification
of Lemma 2.36). The guarantee stated in Lemma 2.39 also hold since EB(X; Fm) <
lcb(x; ) and u/c\b(x,' Fm) = ucb(x; F) by construction. As a result, the guarantees
stated in Theorem 2.7 hold true with changes only in constant terms.

We now discuss the computational complexity of the efficient implementa-
tion. At the beginning of each epoch m. We use one oracle call to compute

o = argmin,_; > ™" Q¢(f(x¢) —y¢)?. The main computational cost comes from



45

computing Icb and ucb at each time step. We take o« = & := ;3 into Proposition 2.34,

which leads to O( log T o og (=5~ 8 1)) calls of the regression oracle for general F and
(log( log T

pomtw1se convergence. This also serves as the per-example inference time for

)) calls of the regressmn oracle for any convex J that is closed under

. The total computational cost of Algorithm 1 is then derived by multiplying

0 Pdim (F)
ey

the per-round cost by T and plugging T = O( ) into the bound (for any

parameter, we only keep poly factors in the total computational cost and keep poly
or polylog dependence in the per-example computational cost). O

2.5.3.1 Supporting Lemmas

We use € to denote the good event considered in Lemma 2.33, and analyze under

this event in this section. We abbreviate Cs := C;5(J) in the following analysis.
Lemma 2.35. The followings hold true:

1. f* € Fyy forany m € [M].

2. 5 MV EAIM(F)] < 2B + Cs forany f € F,.

3. Fni1 € F foranym € M —1].

Proof. 1. Fix any epoch m € [M] and time step t within epoch m. Since E[y] =
*(x¢), we have E¢ [M(f)] = E[Q(f(x)—*(x))?] = Elgm (x)(f(x)—f*(x))*] >0
for any f € F. By Lemma 2.33, we then have ﬁm(f*) < R m(f) + Cs/2 <
ﬁm(f ) + Bm for any f € J. The elimination rule in Algorithm 2 then implies
that f* € &,,, for any m € [M].

2. Fix any f € J,,. With Lemma 2.33, we have

D EdMi(f] <2 ) M(f) +Cs
t=1 t=
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< 2[3111 + C(S/

where the third line comes from the fact that %\m is the minimizer of ﬁm(-) ;
and the last line comes from the fact that f € JF,,.

3. Fixany f € F,,+1. We have

~ ~ o~ ~ ~ C
Rin () = Rin () < Rin(f) = Rin (%) +
N ~ Im C
=Rt (f) = Rma() = 3 Mu(f)+
t=tm_1+1
<Rt () =R () = > EdM(H]/2+ Cs
t=Tm_1+1
< PBmi1+Cs
= Bm/

where the first line comes from Lemma 2.33; the third line comes from the
fact that ?mﬂ is the minimizer with respect to ﬁmﬂ and Lemma 2.33; the last
line comes from the definition of f3,.

O

Lemma 2.36. For any m € [M], we have g (x) =1 = w(x;Fn) > .
Proof. We only need to show that ucb(x;Jy,) — lcb(x;Fn) < v = gm(x) = 0.

Suppose otherwise g, (x) = 1, which implies that both

€ (leb(x; Fm), ucb(x; Fm))  and  [leb(x; Fi), uch(x; Fin)] € B —y,% —1—1/}

N =

(2.7)

If % € (leb(x; Fm), ucb(x; F)) and ucb(x; F) — leb(x; Fn) < v, we must have
leb(x; Fi) > 3 — v and ucb(x; Fn) < 1 + v, which contradicts with Eq. (2.7). O
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We introduce more notations. Fix any m € [M]. We use n,, = Trp — Tm—1
to denote the length of epoch m, and use abbreviation p,, := 23, + Cs. Denote
(X, Z, Dy ) as the (marginal) probability space, and denote X i=x€X:gm(x) =
1} € X be the region where query is requested within epoch m. Since we have
Fm+1 € Fm by Lemma 2.35, we clearly have Ximi1 € Xm. We now define a sub
probability measure i, := (Dx )5 such that i, (w) = Dx(wnN X ) forany w € X.
Fix any time step t within epoch m and any m < m. Consider any measurable
function F (that is Dy integrable), we have

Een,[l(gnbd) =1)-Fo) = | F(x) dDx(x)

axeim

< F(x) dDx(x)

JxeX

= EXNTLH [F(X)]/ (28)

where, by a slightly abuse of notations, we use E,,[-] to denote the integration
with any sub probability measure p. In particular, Eq. (2.8) holds with equality
when m = m.

Lemma 2.37. Fix any epoch m > 2. We have

4om
By [1(gm(6) = 1)) < - 01 (5,¥/2,V/om /2T 1 ).

Tm—1Y

Proof. We know that 1(gm(x) = 1) = 1(gm(x) = 1) - L(w(x;Fn) > v) from
Lemma 2.36. Thus, for any m < m, we have

Evpy [L(gm(x) = 1)] = Exop [1(gm(x) = 1) - Lw(x; Fn) > v)]
\ x~p.m[]]-( ( ) )
< Evpin (L(3F € T 00 = () > 7/2)),  (29)
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where the second line uses Eq. (2.8) and the last line comes from the facts that
freFroandw(x;F) >y = If € Fp, [f(x) — 7 (x)] > v/2.

For any time step t, let m(t) denote the epoch where t belongs to. From
Lemma 2.35, we know that, Vf € F,,,,

Tm—1

P = Z E; [Qt (f(xt) - f*(xt))z]
t=1

Tm—1

= Z Ex-py [ﬂ(gmm(x) =1) - (f(x) - f*(x))z}
t=1

= mzl N By [(f(x) - f*(x))z}
m=1
= T 1By, | (FX) = £ (0))?], (2.10)

where we use Q¢ = gm(1)(Xt) = L(gm(t)(x) = 1) and Eq. (2.8) on the second line,
and define a new sub probability measure

1 m—1

Vi i= Nm - Um

T
m-1l =1

on the third line.
Plugging Eq. (2.10) into Eq. (2.9) leads to the bound

Ey-p, [1(gm(x) =1)]

<Eyov, [1 (af €7,

F(x) = 00| > ¥/2, Ex, | () = ()] < Tpnil)},

where we use the definition of ¥,,, again (note that Eq. (2.9) works with any m <
m). Combining the above result with the discussion around Proposition 2.28 and
Definition 2.6, we then have

4 m va
BxnalLgn() = 1 € 7 0 (5,7/2,V/om/2Tn 1),

Tm—1
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Lemma 2.38. Fix any epoch m > 2. We have

Exn,[1(gm () = 1) wi6 F)] € 27 07 (,7/2, o/ 20 ).

Tm—-17Y

Proof. Similar to the proof of Lemma 2.37, we have

Ex~Dx[1(gm(x) - 1) . W(X/' gjm)]
=Ex-p, [1{gm(x) =1) - T(W(x; Fm) > v) - w(x; Fim)]
< Ex~ﬁﬁm(w(7¢; srm) > ‘Y) 'W(X; f}'m)]

for any m < m. With v,;, = - 171 y o inm [im, we then have

Ex~Dx[1(gm(X) - 1) : W(X; gjm)]
< Ex~w7m[ﬂ(w(x} Stm) > Y) 'W(X} ?m)]

< EX~Vm ﬂ(ﬂf € g:m/

f(x) — f*(x)| >v/2) - ( sup [f(x) —f’(XJ|>

f,f'e€Fm

< 2B v, |1(3f € Fo,

f(x) = (x)| >v/2) - (sup If(x) — f*(X)I)

feFm
]1<sup |f(x) — f*(x)} > w)] dw
fEFm
! 1 Pm val
< 2J L dw 07 (%,v/2, /o /201
v/2 w? Tm—1
4 m va
’ 9#(? Y/2, v/ P/ 2Tm 1)

Tml

1
g 2 J Ex~Vm

where we use similar steps as in the proof of Lemma 2.37. O

Lemma 2.39. Fix any m € [M]. We have excessy(hm, x) <0if gm(x) =0.
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Proof. Recall that
excess,, (h; x) = Il(ﬁ(x) #1) - (Py(y # sign(ﬁ(x))) — Py (y #sign(h*(x))))
+ ﬂ(ﬁ(x) = 1) ((1/2—v) — Py (y # sign(h*(x)))).

We now analyze the event {g., (x) = 0} in two cases.
Case 1: }Alm(x) = 1.
Since 1(x) = *(x) € [lcb(x; Fm ), ucb(x; )], we know that n(x) € [% -, % +v]
and thus P (y =+ sign(h*(x))) > % —7v. As a result, we have excess, (}Alm; x) <0.
Case 2: hy(x) # L but 1 ¢ (Icb(x; Fin), uch(x; Fin))-
In this case, we know that sign(ﬁm(x)) = sign(h*(x)) whenever

Nn(x) € llcb(x; Fin), ucb(x; Fin)l. As a result, we have excessy(ﬁm;x) <0Oaswell. O

2.5.4 Proofs and Supporting Results for Section 2.3

Proposition 2.10. The classifier h returned by Algorithm 1 enjoys proper abstention. With
randomization over the abstention region, we have the following upper bound on its standard
excess error

err(h) — err(h*) < erry(ﬁ) —err(h*) +v-Pxon, (x € X,). (2.5)

Proof. The proper abstention property of h returned by Algorithm 1 is achieved
via conservation: h will avoid abstention unless it is absolutely sure that abstention
is the optimal choice. The proper abstention property implies that Py, (h(x) =
1) <Py.p,(x € Xy). The desired result follows by combining this inequality with
Eq. (2.4). O

Theorem 2.13. With an appropriate choice of the abstention parameter vy in Algorithm 1
and randomization over the abstention region, Algorithm 1 learns a classifier 1 at the
minimax optimal rates: To achieve ¢ standard excess error, it takes @(Ta ?) labels under

Massart noise and takes C:)(e_z/ (1+B)) labels under Tsybakov noise.
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Proof. The results follow by taking the corresponding vy in Algorithm 1 and then
apply Proposition 2.10. In the case with Massart noise, we have P, ¢, (x € X ) =0
when vy = 7j; and the corresponding label complexity scales as 0 (Ty2). In the case
with Tsybakov noise, we have Py_p, (x € X,) = £ wheny = (£)/"F). Applying
Algorithm 1 to achieve 5 Chow’s excess error thus leads to 5 + 7 = ¢ standard
excess error. The corresponding label complexity scales as O(e%/1+B)), O

Theorem 2.18. With an appropriate choice of the abstention parameter vy in Algorithm 1
and randomization over the abstention region, Algorithm 1 learns a classifier h with e +
standard excess error after querying @)(TO_ ?) labels under Definition 2.15 or querying
O(e¥1+B)) Iabels under Definition 2.16.

Proof. For any abstention parameter y > 0, we denote X, = {x € X : n(x) €
[3 —v,3+7v],In(x) —1/2] > o} as the intersection of the region controlled by noise-
seeking conditions and the (possible) abstention region. Let h be the classifier
returned by Algorithm 1 and h be its randomized version (over the abstention
region). We denote § :={x € X : }At(x) = 1} be the abstention region of h. Since
h abstains properly, we have § C {x € X : n(x) —1/2| < v} = X,. We write
S =8N Xy, 81 :=8\8and 8, := X\ 8. Forany h : X — Y, we define the
notation excess(h; x) := ( y|x( # sign(h(x ))) y\x( # sign(h*(x )))), and have
excess(h) = Ey_p. [excess(h; x)]. We then have

excess(h) = Ex-py [excess(ﬁ;x) -1(x € 80)] + Exn, [excess(ﬁ;x) “1(x € 81)]

+En, [excess(ﬁ;x) -1(x € 82)}

LY Exon [1(x € 80)] 4 o - Exep, [1(x € 81)]
+ Exxpx[excessy(ﬁ;x) 1(x € 8y)]
< ‘y : EXN(DX []]- (X 6 x(,o,’y)] + CO + 8/2/

where the bound on the second term comes from the fact that § C X, and the
bound on the third term comes from the same analysis that appears in the proof of
Theorem 2.7 (with € /2 accuracy). One can then tune y in ways discussed in the proof
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of Theorem 2.13 to bound the first term by ¢/2,i.e., v - Ex ., [1(x € X¢,4)] < €/2,
with similar label complexity. O

Proposition 2.17. Fix ¢,5,y > 0. For any labeling budget B Z — ; -log? (X 5) - log( Ey5)

there exists a learning problem (with a set of linear regression functzons) satzsfymg Defi-
nition 2.15/Definition 2.16 such that (1) any “uncertainty-based” active learner suffers
expected standard excess error Q(B™"); yet (2) with probability at least 1 — 6, Algorithm 1

returns a classifier with standard excess error at most €.

Before proving Proposition 2.17, we first construct a simple problem with linear
regression function and give the formal definition of “uncertainty-based” active

learner.

Example 2.40. We consider the case where X = [0,1] and Dy = unif (DC) We consider
feature embedding ¢ : X — R?, i.e., d(x) = [Pp1(x), d2(x)]T. We take d1(x) := 1 for any
x € X, and define &, (x) as

O/ X € xhard/
$a(x) =

1/ X E xeasy/

where Xeasy © X is any subset such that Dy (Xeasy) = p, for some constant p € (0,1),
and .')Chard = X\ Xeasy- We consider a set of linear regression function J := {fg : fo(x) =
($(x),0), 162 < 1. We set £* = fo., where 8% = [07,05] " is selected such that 0} = 3
and 9; = umf({ii}).

Definition 2.41. We say an algorithm is a “uncertainty-based” active learner if, for any
x € X, the learner

e constructsan open confidence interval (Icb(x), uch(x)) withn(x) € (lcb(x), uch(x));’

e queries the label of x € X if 5 € (Icb(x), ucb(x)).

9By restricting to learners that construct an open confidence interval containing n(x), we do not
consider the corner cases when Icb(x) = % or ucb(x) = % and the confidence interval close.
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Proof. With any given labeling budget B, we consider the problem instance de-
scribed in Example 2.40 with p = B~!/2. We can easily see that this problem
instance satisfy Definition 2.15 and Definition 2.16.

We first consider any “uncertainty-based” active learner. Let Z denote the
number of data points lie in X..sy among the first B random draw of examples. We
see that Z ~ B(B,B~!/2) follows a binomial distribution with B trials and B~!/2

success rate. By Markov inequality, we have

3 3 2
IF’(Z > EE[Z]> = IP’(Z > Z) < 3
That being said, with probability at least 1/3, there will be Z = 0 data point that
randomly drawn from the easy region X..,;. We denote that event as €. Since
nix) = f*(x) = % for any x € Xharg, any “uncertainty-based” active learner will
query the label of any data point x € X.q. As a result, under event €, the active
learner will use up all the labeling budget in the first B rounds and observe zero
label for any data point x € Xey. Since the easy region X.s, has measure B~1/2
and 05 = unif({i%}), any classification rule over the easy region would results in
expected excess error lower bounded by B~!/4. To summarize, with probability at
least 1, any “uncertainty-based” active learner without abstention suffers expected
excess error Q(B~1).

We now consider the classifier returned by Algorithm 1.1 For the linear func-
tion considered in Example 2.40, we have Pdim(J) < 2 (Haussler, 1989) and
0% (F,v/2,¢) < 2 for any ¢ > 0 (see Section 2.5.1). Thus, by setting T = O
log(gi—é)), with probability at least 1 — 8, Algorithm 1 return a classifier h with

1
ey

’ : 1 201 1 —
Chow’s excess error at onst ¢ and label complexity 0(17 -log (3) . log(w—é)) =
poly(5,log(5)). Since h enjoys proper abstention, it never abstains for x € Xeasy-
Note that we have n(x) = 1 for any x € Xpaa. By randomizing the prediction of h

over the abstention region, we obtain a randomized classifier with standard excess

19The version that works with an infinite set of regression functions using concentration results
presented in Lemma 2.33. Or, one can first discretie the set of regression function and then use the
version presented in Algorithm 1.
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error at most €. ]

2.5.,5 Proofs and Supporting Results for Section 2.4.1

We introduce a new perspective for designing and analyzing active learning algo-
rithms in Section 2.5.5.1 (with new notations introduced). Based on this new per-
spective, we present our algorithm and its theoretical guarantees in Section 2.5.5.2.
Supporting lemmas are deferred to Section 2.5.5.3.

2.5.5.1 The perspective: Regret Minimization with Selective Sampling

We view active learning as a decision making problem: at each round, the learner
selects an action, suffers a loss (that may not be observable), and decides to query
the label or not. At a high level, the learner aims at simultaneously minimizing the
regret and the number of queries; and will randomly return a classifier/decision
rule at the end of the learning process.

The perspective is inspired by the seminal results derived in Dekel et al. (2012),
where the authors study active learning with linear regression functions and focus
on standard excess error guarantees. With this regret minimization perspective,
we can also take advantage of fruitful results developed in the field of contextual
bandits (Russo and Van Roy, 2013; Foster et al., 2020c).

Decision making for regret minimization. To formulate the regret minimization
problem, we consider the action set A = {+1,—1, L}, where the action +1 (resp. —1)
represents labeling any data point x € X as positive (resp. negative); and the action
1 represents abstention. At each round t € [T], the learner observes a data point
x¢ € X (which can be chosen by an adaptive adversary), takes an action a; € A,
and then suffers a loss, which is defined as

tlac) = sign(ys) # avac 1) + (5 -v) - Llan = L)



55

We use af := sign(2f*(x¢) — 1) = sign(2n(x,) — 1) to denote the action taken by the
Bayes optimal classifier h* € J{. Denote filtration § := O'((Xi,yi):zl). We define
the (conditionally) expected regret at time step t € [T] as

Reg, = Elli(a¢) —Ce(af) | Fe—al.

The (conditionally) expected cumulative regret across T rounds is defined as

-
Reg(T) = Z Reg,,
t=1

which is the target that the learner aims at minimizing.

Selective querying for label efficiency. Besides choosing an action a; € A at
each time step, our algorithm also determines whether or not to query the label y
with respect to x;. Note that such selective querying protocol makes our problem
different from contextual bandits (Russo and Van Roy, 2013; Foster et al., 2020c):
The loss {;(a.) of an chosen a; may not be even observed.

We use Q. to indicate the query status at round t, i.e.,
Q+ = 1(label y; of x. is queried).

The learner also aims at minimizing the total number of queries across T rounds,

i.e., Z:—::l Qt.

Connection to active learning. We consider the following learner for the above
mentioned decision making problem. At each round, the learner constructs a
classifier }Att : X — {+1,—1, L} and a query function g : X — {0, 1}; the learner then
takes action a; = ﬂt (x¢) and decides the query status as Q¢ = g¢(x¢).

Conditioned on §_1, taking expectation over {,(a.) leads to the following equiv-
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alence.

Ell¢(a¢) | Fe1]
= ]E[Il(sign(yt) #ay,ay # L)+ (— — > (ag =1) [T 1}

[ (sign(ye) # hix), hixe) # L) + (——v) 1(h(x) = L) ISH}

1

= Pxy)~Day (sign(y) # h(x), h(x) £ L) + (E — y) P(h(x) = 1)

= erry(ﬁt).

This shows that the (conditionally) expected instantaneous loss precisely captures
the Chow’s error of classifier ‘rALt. Similarly, we have

Elec(af) | St—1] = Prxy)~ny, (L{y # sign(2n(x) —1))) = err(h”).

Combining the above two results, we notice that the (conditionally) expected

instantaneous regret exactly captures the Chow’s excess error of classifier ‘rALt, ie.,
Reg, = erry(ﬁt) —err(h”).

Let h ~ unif ({/}{t I_1) be a classifier randomly selected from all the constructed
classifiers. Taking expectation with respect to this random selection procedure, we
then have

T
Eﬂmmf({ﬂt}lzl)[errﬂﬁ) —err(h*)] = Z(erry(ﬂt) —err(h*))/T = Reg(T)/T.

t=1

(2.11)

That being said, the expected Chow’s excess error of h can be sublinear in T. If the
total number of queries is logarithmic in T, this immediately implies learning a

classifier with exponential savings in label complexity.
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2.5.5.2 Algorithm and Main Results

We present an algorithm that achieves constant label complexity next (Algorithm 2).
Compared to Algorithm 1, Algorithm 2 drops the epoch scheduling, uses a sharper
elimination rule for the active set (note that § doesn’t depend on T, due to applying
optimal stopping theorem in Lemma 2.44), and is analyzed with respect to eluder
dimension (Definition 2.24) instead of disagreement coefficient. As a result, we
shave all three sources of log 1, and achieve constant label complexity for general

J (as long as it’s finite and has finite eluder dimension). We abbreviate ¢ :=
SUP g e+ (T, 7/2).
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Algorithm 2 Efficient Active Learning with Abstention (Constant Label Complex-
ity)
Input: Time horizon T € N, abstention parameter y € (0,1/2) and confidence level
5€(0,1).

1: Initialize 3 := (). Set T := O(%, - log(%)) and B := %log(%).

2: fort :A1,2,...,T do

3 Getfy:=argmin._ ;) ;. Qi(f(xi) —yi)*

//We use Q¢ €{0,1} to indicate whether the label of x{ is queried.
4:  (Implicitly) Construct active set of regression function J; C J as

1 t—1
Fy = {f €F: Y Qulf(x) —yi)* <) Qilfe(x:) —yu)? + B}-
i1 i1

5. Construct classifier }Alt X —{+1,—-1, L}as

h (x) == 4, if [lcb(x; Fy), uch(x; F;)] C [% —Y,%—Fy];
T Sign(Zﬁ(x)_l), 0.W.

Update H = H U {h.}. Construct query function g, : X — {0,1} as

gu(x) i= ﬂ(% € (Icb(x; F1), uch x; sn))) (Rl £ L).

Observe x; ~ Dy. Take action a, := ﬁt(xt). Set Q¢ = g (x¢)-
if Q¢ =1 then

Query the label y; of x;.
. Return h = unif(f]?().

RSN

Before proving Theorem 2.19. We define some notations that are specialized to
Section 2.5.5.

We define filtrations 1 := o(x1,Y1,...,Xe—1, Y1) and F¢_1 := o(x1, Y1, ..., X¢).
Note that we additionally include the data point x; in the filtration Tt at time step
t—1. We denote E;[-] := E[- | F+_1]. For any t € [T], we denote M (f) := Q¢ ((f(x¢)—
Yo)? — (f*(x¢) —yi)?). Wehave > 7 E(M(f)] = >_T_; Q¢ (f(x¢) — f*(x¢))?. For any
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given data point x; € X, we use abbreviations

ucb :=ucb(x; F) =sup f(x¢) and lcby :=Ilcb(xy; Fy) = inf f(xq)
feF, feT

to denote the upper and lower confidence bounds of n(x.) = f*(x.). We also denote

Wi = UCbt — |Cbt = Sup H:(Xt) - f/(xt)|
f,f'eF

as the width of confidence interval.

Theorem 2.19. With probability at least 1 — 28, Algorithm 2 returns a classifier with

-1 F|/&
(sl

expected Chow'’s excess error at most € and label complexity O , which is inde-

pendent of <.

Proof. We first analyze the label complexity of Algorithm 2. Note that Algorithm 2
constructs }Alt and g in forms similar to the ones constructed in Algorithm 1, and
Lemma 2.36 holds for Algorithm 2 as well. Based on Lemma 2.36, we have Q. =
gi(x¢) =1 = wy > v. Thus, taking ¢ =y in Lemma 2.47 leads to

:
> 1Qu=1) < IR (72,
t=1

with probability one. The label complexity of Algorithm 2 is then upper bounded
by a constant as long as ¢+ (JF,v/2) is upper bounded by a constant (which has no
dependence on T or 1).

We next analyze the excess error of h. We consider the good event € defined
in Lemma 2.46, which holds true with probability at least 1 — 5. Under event ¢,
Lemma 2.50 shows that

T

ZE[et(at) —Et(a:) | §t71] <

t=1

172

' ef*(fﬂY/z)-
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Since
E[et(at) - et(at) | @t—l] | St1| = E[et(at) - et(a:) | Se—1,

and |[E[¢;(a;) — ¢(a}) | Si-1]l < 1 by construction, applying Lemma 2.30 with
respect to E[{;(a) — ¢¢(af) | 5._4] further leads to

]
Reg(T) = 3 Elts(ar) — telar) | 5oyl < 2V2P

t=1

cep(F,v/2) +8log(2571),

with probability at least 1 — 20 (due to the additional application of Lemma 2.30).
Since h ~ unif(%), based on Eq. (2.11), we thus know that

.
B unif (7) [erry(ﬂ) —err(h*)] = Z (erry(ﬁt) —err(h"))/T
t=1
< (34\556 e (F,v/2) + 810g(26_1)> /T

Since T := O(ﬁ . log(‘%l) ), we then know that the expected Chow’s excess error is
at most ¢. O

Theorem 2.42. Consider the setting where the data points {x.}|_, are chosen by an adaptive
adversary with y¢ ~ Dy\,. With probability at least 1 — 8, Algorithm 2 simultaneously

guarantees

-
34f

ZE Ce(ay) at) |St 1] ef*(ff,‘y/Z),

t=1 Y

and

.
17 log(2|31/8

2 LQi=1)< %-eﬁ(am).

t=1

Proof. The proof follows the same analysis as in the first part of the proof of Theo-
rem 2.19 (simply stopped at the step with conditioning on F._1). O
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We redefine ¢ := supy. . ; ¢+ (F,v/4) in the following Theorem 2.43 to account

for the induced approximation error in efficient implementation.

Theorem 2.43. Algorithm 2 can be efficiently implemented via the regression oracle and
enjoys the same theoretical guarantees stated in Theorem 2.19 or Theorem 2.42. The number
of oracle calls needed is O( 5 -log (5 1. log )) for a general set of regression functions J,
and O(% log( Ed )- log( )) when F is convex and closed under pointwise convergence. The
per- example inference time of the learned R is O(52 : log ) for general &, and O(log =)
when J is convex and closed under pointwise convergence.

Proof. Denote By = {(xi, Qi,yi)}i.{' At any time step t € [T] of Algorithm 2, we
construct classifier hy and query function g with approximated confidence bounds,

i.e.,

lcb(x; Fy) := Alg, , (x; By, By, ) and uch(x; Fy) := Alg, . (x; By, Be, &),

where Alg, , and Alg, , are subroutines discussed in Proposition 2.34 and « := 7.

Since the theoretical analysis of Theorem 2.19 and Theorem 2.42 do not require an
non-increasing (with respect to time step t) sampling region, i.e., {x € X : g¢(x) =1},
we only need to approximate the confidence intervals at ¥ level. This slightly save
the computational complexity compared to Theorem 2.8, which approximates

the confidence interval at ;%< level. The rest of the analysis of computational

o T
complexity follows similar steps in the proof of Theorem 2.8. O

2.5.5.3 Supporting Lemmas

Consider a sequence of random variables (Z)cy adapted to filtration Ti. We
assume that E[lexp(AZ)] < oo for any A and p; :=E [Zt | @t_l] . We also denote

P (A) :=logElexp(A - (Zy — ) | Fea].
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Lemma 2.44 (Russo and Van Roy (2013)). With notations defined above. For any A > 0
and & > 0, we have

]P’(VT €N, Y AZy <D (Aue+Pe(A) +1log (%)) >1-38. (2.12)

t=1 t=1

Lemma 2.45. Fix any & € (0,1). For any t € [T], with probability at least 1 — 5, we have
i M. (f) < i §Et [M(f)] + Cs,
t=1 2

and

where Cg := log<2|§|>.

5

Proof. Fix any f € . We take Zy = M(f) in Lemma 2.44. We can rewrite
Ly = Qt((f(xt) - f*(xt))z + 2(f(x¢) — f*(xt))gt)/

where we use the notation &, = f*(x¢) — y¢. Since E([e¢] = 0 and E[exp(Aey) |

Tl < exp(%) a.s. by assumption, we have
Kt = EilZi] = Qt(f(xt) - f*(xt))zz
and

Pi(A) = IOgE[eXP(A (Ze — i) | %vl}
= 108 E¢ [eXP(Z?\Qt(f(Xt) — ¥ (x¢) - €¢))]

(Qe(flx) — f*(xt))z

}\2
<
2
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A
2 4

where the last line comes from the fact that Q¢ € {0,1}. We can similarly upper
bound Elexp(AZ,)] = E[Ei[exp(AZ)]] < exp(A+ )‘72) by noticing the range fact that
we < 1

Plugging the above results into Lemma 2.44 with A = 1 leads to

T T 3
2 M) < ) SEIM(f)] +logs™".
t=1 t=1
Following the same procedures above with Z, = —M(f) and A = 1 leads to
T 3 T
“EdM ()] <2 ) M(f) +logd .
tZ_l 5t ¢(f) ; () g

The final guarantees comes from taking a union abound over f € J and splitting
the probability for both directions. O

We use € to denote the good event considered in Lemma 2.45, we use it through
out the rest of this section.

Lemma 2.46. With probability at least 1 — 6, the followings hold true:
1. f* € J, forany t € [T].
2. S TUEAM ()] < 2Cs for any f € F.

Proof. The first statement immediately follows from Lemma 2.45 (the second in-
equality) and the fact that 3 := Cs/2 in Algorithm 2.
For any f € J, we have

T—1 T—1
Z E[M¢(f)] < ZZ Qt((f(xt) —yt)z — (f*(x¢) —Ut)z) +Cs
t=1 t=1
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< 2Cs, (2.13)

where the first line comes from Lemma 2.45, the second line comes from the fact
that a is the minimize among J, and the third line comes from the fact that f € J;
and 23 = Cs. O]

Lemma 2.47. For any ¢ > 0, with probability 1, we have

16
S UQ =1 1w > 0 < (1 +1) - enl5,/2)
t=1

Remark 2.48. Similar upper bound has been established in the contextual bandit settings
for Zthl L(wy > () (Russo and Van Roy, 2013; Foster et al., 2020c). Our results is
established with an additional 1(Q = 1) term due to selective querying in active learning.

Proof. We give some definitions first. We say that x is (-independent of a sequence
X1, ..., % if there exists a f € J such that [f(x) —f*(x)| > Cand } ;. (f(xi) —
*(x1))* < (3. We say that x is (-dependent of xy, ..., x if we have [f(x) — f*(x)| < C
for all f € I such that 3_;  (f(xi) — f*(x))* < ¢*. The eluder dimension & (T, ()
can be equivalently defined as the length of the longest sequence x;, ..., x. such
that each x; is (-independent of all its predecessors.

For any t € [T], and we denote 8§; = {x; : Qi = gi(xi) = 1,1 € [t]} as the queried
data points up to time step t. We assume that |S.| = Tand denote 8; = (xg(1),...,Xg(1)),
where g(i) represents the time step where the i-th queried data point is queried.

Claim 1. For any j € [1], x4(j) is $-dependent on at most 12—25 disjoint subse-
quences of Xg(1), - ., Xg(j—1)-

For any x4(j) € 8¢, recall that

Wiy = ucbg(iy — Icbgiy = max  [f(x¢) — f'(x¢)].
g(j) g(ji) g(j) f,f/E’J"gm’ (x+) (¢t )|

If mg(j) > (, there must exists a f € Fg(5) such that [f(xg(5)) — f*(xg(5))| > 5.
Focus on this specific f € Fgj) C F. If x4(;) is 5-dependent on a subsequence
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Xg(i1)r- '-/Xg(im) (OfXg(l),. . ~1Xg(j—1))r we must have

2
Z (f(xg(i) — F*(xq(1))? > CZ

k<m

Suppose x4(j) is $-dependent on K disjoint subsequences of x41), ..., Xg(j—1), ac-
cording to Lemma 2.46, we must have

K- —<Z (Xg(1)) = F(xg1)))* = > Qulflxic) — F*(x1))* < 4B,

i< k<g(j)

which implies that K < 16[3 .

Claim 2. Denote d := ef*(CF ¢/2) > 1and K = | %1|. There must exists a j € [1]
such that x4 ;) is —-dependent on at least K disjoint subsequences of x4(1), . .., Xg(j—1)-

We initialize K subsequences C; = {xg(i)}. If Xg(k41) is E-dependent on each C;,
we are done. If not, select a subsequence C; such that x4 k1) is $-independent of
and add x4k 1) into this subsequence. Repeat this procedure with j > K 4 1 until
Xg(j) is 5-dependent of all €; or j = 7. In the later case, we have )}, [Ci| =T1—1>
Kd. Since |C;| < d by definition, we must have |C;| = d for all i € [K]. As a result,

Xg(r) must be $-dependent of all €;.
It’s easy to check that |} | > £ — 1. Combining Claim 1 and 2, we have

T T—1 163
——1< <K< ——.
a1 e [T e

Rearranging leads to the desired result. O

The following Lemma 2.49 is a restatement of Lemma 2.39 in the regret mini-

mization setting.
Lemma 2.49. If Q; = 0, we have E[€(a) — ¢ (a) | Fe1] <O.

Proof. Recall we have a; = TALt (x¢). We then have

E[ﬂt(at) — e (af) | §t—1}
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= Py, (ye #sign(he(x))) - L(he(x) # L) + (1/2—7) - L(h(x) = L)
— Pyix, (Y # sign(h*(xy)))

= 1(he(x) # L) - (Pyx, (ye # sign(he(xi))) — Py px, (Yo # sign(h*(x,))))
F () = L) - ((1/2 =) — Py (ye # sign(h*(x)))).

We now analyze the event {Q; = 0} in two cases.

Case 1: ﬁt(xt) = 1.

Sincen(x¢) = f*(x¢) € [lcby, uch:], we further know thatn(x) € [%—v, %JH/] and
thus Py x (ye # sign(h*(x¢))) > 3 — vy. As a result, we have
E[ﬂt(at) - Et(a:) | g,t_l} <0.

Case 2: h(x;) # L but 1 ¢ (Icb, uchy).

In this case, we know that sign(ﬂt(xt)) = sign(h*(x)) whenever n(x.) €
[lcby, ucby]. As a result, we have E [ﬂt(at) —L(ag) | §t_1} =0. O

Lemma 2.50. Assume pw(x¢) € [lcby, ucb] and * is not eliminated across all t € [T]. We

have

17‘f6 e (F,v/2). (2.14)

-
ZE[et(at) —!Zt(a{) | g"t—l] <
t=1

Proof. Lemma 2.49 shows that non-positive conditional regret is incurred at when-

ever Q; = 0, we then have
T T -
Z]Eft ay) — e at) |3't 1] < Z l(Qt =1) [et(at) —et(ai) |St—1}
t=1 -
=3 1Qu=1)-Llw >7) - 2f(x) — 1]
T
< Z 1(Q¢ =1) - L(wye >7y) - 2wy,

where we use Lemma 2.36 and Lemma 2.49 on the second line; and the last line

comes from the fact that [f* — 7| < w whenever f* is not eliminated and a query is
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issued. We can directly apply w; < 1 and Lemma 2.47 to bound the above terms
by 6(%), which has slightly worse dependence on y. Following Foster et al.
(2020c), we take a slightly tighter analysis below.

Let 8t := {xi : Qi = 1,1 € [T]} denote the set of queried data points. Suppose
|8t| = T. Letiy,...,i; be a reordering of indices within 8t such that w; (x;,) >
Wi, (x4,) = ... = Wi (xi,). Consider any index t € [1] such that wy, (xi,) > y. For

any ¢ > v, Lemma 2.47 implies that

<Y UQu =1 Uwilx) > O < T - en(5,8/2) < L e (5,7/2). (215)
t=1

Taking ¢ = w;, (xi,) in Eq. (2.15) leads to the fact that

N

Wi, (Xit )

\/ 17B - e (F,7/2)
t

Taking ¢ = v in Eq. (2.15) leads to the fact that

We now have

D UQu=1)-L(we >7y) - 2we =Y Lwi, >7y) - 2wy, (xq,)

t=1 t=1

<2 Z \/17{5 - ef*t(?,y/z)
t=1

< V/34B - er(F,v/2) - T
17v2B
Y

< 'ef*(FIY/2)'
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2.5.6 Proofs and Supporting Results for Section 2.4.2

2.5.6.1 Algorithm and Main Results

Algorithm 3 Efficient Active Learning with Abstention under Misspecification

Input: Accuracy level ¢ > 0, abstention parameter vy € (¢,1/2) and confidence
level 6 € (0,1).
1: Define T := PdieLfﬂ, M = [log, T| and C; := O(Pdim(J) - log(T/5)).
2: Define T, :==2™form > 1, 7o = 0and B := (M —m+1) - (2e?>tpm_1 + 2Cs).
3: forepochm=1,2,...,M do
4 Getfy = argmin,_; > ™" Q¢ (f(x) —y¢)*
//We use Q¢ €{0,1} to indicate whether the label of x{ is queried.

(Implicitly) Construct active set of regression function J,,, C J as

o

Fm = {f €F: Z_ Q¢ (fxy) _yt)z < Z_ Qt(?m(xt) _Ut)z + Bm}
t=1 t=1

6:  Construct classifier ﬁm X —{+1,—-1, L} as

Ao (x) = 1, if [lcb(x; Fin), ucb(x; Fr)] C [ —v, 2 +v];
T sign(2fm(x) — 1), ow.

and query function g, : X — {0, 1} as
() 1= 1 € eb(xi ), ucb(x; 1)) ) - Ll () # L)

if epoch m = M then

Return classifier ]/'\LM.
9: fortimet=7t,1+1,...,Tm do

10: Observe x; ~ Dy. Set Q¢ := gm (Xt )-
11: if Q¢ =1 then
12: Query the label y, of x.

Algorithm 3 achieves the guarantees stated in Theorem 2.22. Theorem 2.22 is

proved based on supporting lemmas derived in Section 2.5.6.2. Note that, under
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the condition k < ¢, we still compete against the Bayes classifier h* = hy. in the
analysis of Chow’s excess error Eq. (2.2).

Theorem 2.22. Suppose k < e. With probability at least 1 — 25, Algorithm 3 returns a
Pdim(F GPdlm F) .

classifier with Chow’s excess error O(e-0- log(—; )) and label complexity O

(Pdlm Pdim(J) ))

log ) -log(—~ v 5

Proof. We analyze under the good event € defined in Lemma 2.33, which holds with
probability at least 1 — 8. Note that all supporting lemmas stated in Section 2.5.6.2
hold true under this event.

We analyze the Chow’s excess error of hm, which is measurable with respect to
S+, - Forany x € X, if gm(x) = 0, Lemma 2.56 implies that excessy(ﬁm;x) < 2k If
gm(x) = 1, we know that ﬂm(x) # 1 and % € (leb(x; Fin), uch(x; F1n)). Since f € Fp,
by Lemma 2.53 and sup, eDChE (x) — f*(x)| < k by assumption. The error incurred in
this case is upper bounded by

< 2[f*(x) —1/2]
< 2k + 2/f(x) —1/2]
<2k +2w(x; Fn).

exXcess,, (‘rALm ;%)

Combining these two cases together, we have
excessy(ﬁm) <2k + 2Eyp. [1(gm(x) = 1) - w(x; T ).

Take m = M and apply Lemma 2.55 leads to the following guarantee.

excessy(ﬁM) 2K + 72Bm 9“‘1(? Y/2, v/ Bm/Tm— 1>

™T™M-1Y

¢ Pdim(F) - log(T/8) va
< 2K—|—O<?—|— = ) -efl(af,y/z,\/cé/T)

- ofc-5 1og(PAmD)),
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where we take 8 :=sup _, 6(F,v/2,1) as an upper bound of 6%(5,v/2, V/Cs/T),
and use the fact that T = PdieLﬁ
We now analyze the label complexity (note that the sampling process of Algo-
rithm 3 stops at time t = Tym—1). Note that E[1(Q¢ = 1) | §t—1] = Ex-»., [1(gm(x) =
1)] for any epoch m > 2 and time step t within epoch m. Combine Lemma 2.30
with Lemma 2.54 leads to

and the assumptions that k < e <.

> LQi=1)
t=1
3TM71
<§ZE (Qe=1) | Fea] +4logd™"
t=1
3M—1( e ).368
< " m—1 m val .
\3+2n;2 Tm—17Y? 0% <?Y/2 \/m>+410g6
7\/171B
<348) o7 N(57/2 B/ 1) +4logs !
m=2
2. ¢2. 2
<aatogs 40 M+ LS ) o (3,972, VETT)

_of 8rdim(F) (,  (Pdim(F) 21 Pdim(5)
- e '<Og( ey )) ‘Og( eys )

with probability at least 1 — 26 (due to an additional application of Lemma 2.30);
where we use the fact that T = w and the assumptions that k < ¢ < vy as

before. O]

Theorem 2.51. Algorithm 3 can be efficiently implemented via the regression oracle and
enjoys the same theoretical guarantees stated in Theorem 2.22. The number of oracle calls
needed is O(Pdlm ) for a general set of regression functions F, and O(Pdlm ) when F

is convex and closed under pomthse convergence. The per—example inference time of the

( Pchm

learned hy, is 6(# log” )) for general F, and O(log =) when JF is convex and

closed under pointwise convergence.
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Proof. Note that classifier Ry and query function g, in Algorithm 3 are constructed
in the way as the ones in Algorithm 1, Thus, Algorithm 3 can be efficiently imple-
mented in the same way as discussed in Theorem 2.8, and enjoys the same per-round

computational complexities. The total computational complexity is then achieved
Pdim () 0

by multiplying the per-round computational complexity by T = —=

2.5.6.2 Supporting Lemmas

We use the same notations defined in Section 2.5.3, except ﬁm, gm and (3., are
defined differently. We adapt the proofs Theorem 2.7 (in Section 2.5.3) to deal with
model misspecification.

Note that although we do not have f* € J anymore, one can still define random
variables of the form M(f), and guarantees in Lemma 2.33 still hold. We use &
to denote the good event considered in Lemma 2.33, we analyze under this event
through out the rest of this section. We also only analyze under the assumption of
Theorem 2.22,i.e., k> < ¢.

Lemma 2.52. Fix any epoch m € [M]. We have

I 3
R (f) < Ry (f¥) + 5 K*Tm_1 + Cs,

where Cs == 810g<¢>.

Proof. From Lemma 2.33 we know that

Tm—1

3

I\/]

Run(N) = Run() < D~ 5 B[ Qu(flx) = 7(x)°] + Cs

1

g . Ksz—l + Cé/

N W ~+

where we use the fact that E; [y | x.] = f*(x¢) (and thus E{[M(f)] = E¢[Q¢(f(x¢) —
*(x())?]) on the first line; and use the fact supxlf(x) — f*(x)] < k on the second
line. O
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Lemma 2.53. The followings hold true:
1. f € F, for any m € [M].
2. Y T E(IM ()] < 4B forany £ € Fo,.
3. Y U EIQe(xe) (F(xe) — f(x0))H < 9B for any f € Fr.
4. Ty STy foranym e M —11.

~

Proof. 1. Fix any epoch m € [M]. By Lemma 2.33, we have /R\m(f*) < R (f) +
Cs/2 for any f € F. Combining this with Lemma 2.52 leads to

ﬁm(f) + g : (KZTm,1 + C5)

<R (f) + B,

R (F)

N

for any f € J, where the second line comes from the definition of 3,,, (recall

that we have k < ¢ by assumption). We thus have f € F,,, for any m € [M].

2. Fix any f € J,,,. With Lemma 2.33, we have

Tm_1 Tm-1

D EdM(f] <2 ) M(f)+Cs

t=1 t=1
= 2R (f) — 2R (f*) + Cs
< 2R (f) — 2R (F) + 3k%Tim_1 + 3Cs
< 2R (f) — 2R (Fim) + 3% Tim_1 + 3Cs
<2Bm + 32T -1+ 3Cs
<4Bm,

where the third line comes from Lemma 2.52; the fourth line comes from the
fact that 1?m is the minimizer of ﬁm(-) ; and the fifth line comes from the fact
that f € F,.



3. Fix any f € J,,,. With Lemma 2.33, we have

Tm—1

Z Ee[Qu (xe) (F(x¢) — F(x¢))?]

Tm—1

= Y BdQulxd)((fxe) = F*(x0)) + (F*(x) — F(x1)))’)
t=1

Tm—1

<2 Z Ee[Qe(xe)(f(x¢) — £*(x¢))?] + 2T 1K
t=1

Tm—1

=2 Z EM ()] + 2Tm_1K>

NN

Sﬁm + 2Tm,1 K2
Mm,
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where we use (a + b)? < a? + b? on the second line; and use statement 2 on

the fourth line.

4. Fix any f € F 1. We have

~ C
< R(f) = R (1) + 75

~ Czs
= Rm+1(f) m+1 Z Mt

t=tm_1+1

- - _ 3 Tm

<R (f) = Ra () + 56T + Cs = ) EdMu(f)]/2+ Cq
t=Ttm_1+1

-~

~ 3
< Rm41(f) = Rga (fmga) + EKZTm +2Cs

Ksz + 2C5
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where the first line comes from Lemma 2.33; the third line comes from
Lemma 2.52 and Lemma 2.33; the fourth line comes from the fact that %\erl is
the minimizer with respect to §m+1 and Lemma 2.33; the last line comes from
the definition of 3.

Il

Since the classifier h.,, and query function g, are defined in the same way as in
Algorithm 1, Lemma 2.36 holds true for Algorithm 3 as well. As a result of that,
Lemma 2.37 and Lemma 2.38 hold true with minor modifications. We present the
modified versions below, whose proofs follow similar steps as in Lemma 2.37 and
Lemma 2.38 but replace f* with f (and thus using concentration results derived in
Lemma 2.53).

Lemma 2.54. Fix any epoch m > 2. We have

Exo[1(gmx) = 1) € P 091 (5,y/2, /BT ).

Tm-1Y?

Lemma 2.55. Fix any epoch m > 2. We have

B 1(gm(x) = 1) w(Fn)) < 220 07 (8,7/2,/Brn/ s ).

Lemma 2.56. Fix any m € [M]. We have excessy(ﬁm;x) < 2k if gm(x) =0.

Proof. Recall that

o~

excessy (h;x) = L((x) # L) - (Pyix(y # sign(h(x))) — Py (y # sign(h*(x))))
+1(h0x) = 1) - ((1/2—v) =Py (y # sign(n*(x))).

We now analyze the event {g., (x) = 0} in two cases.

Case 1: ﬁm(x) = 1.

Since f(x) € [ch(x;ﬂ~ ),ucb(x; I, )] by Lemma 2.53, we know that n(x) =
*(x) € [ —v — k3 +v+ «l and thus Py (y # sign(h*(x))) > 1 —v —«. As
a result, we have excess,, (hm, x) < K
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Case 2: hy(x) # L but 1 ¢ (Icb(x; Fin), uch(x; Fin ).

We clearly have excessy(ﬁm; x) < 0if sign(ﬁm(x)) = sign(h*(x)). Now consider
the case when sign(ﬂm(x)) # sign(h*(x)). Since f(x) € [lcb(x; Fm), uch(x; Fm )] and
If(x) — f*(x)] < k, we must have |f*(x) —1/2| < « in that case, which leads to
excessy(ﬁm;x) <21 (x) —1/2] < 2k. H
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3  ACTIVE LEARNING WITH NEURAL NETWORKS

Deep neural networks have great representation power, but typically require large
numbers of training examples. This motivates deep active learning methods that
can significantly reduce the amount of labeled training data. Empirical successes of
deep active learning have been recently reported in the literature, however, rigorous
label complexity guarantees of deep active learning have remained elusive. This
constitutes a significant gap between theory and practice. This chapter tackles
this gap by providing the first near-optimal label complexity guarantees for deep
active learning. The key insight is to study deep active learning from the nonpara-
metric classification perspective. Under standard low noise conditions, we show
that active learning with neural networks can provably achieve the minimax label
complexity, up to disagreement coefficient and other logarithmic terms. When
equipped with an abstention option, we further develop an efficient deep active
learning algorithm that achieves polylog(1) label complexity, without any low noise
assumptions. We also provide extensions of our results beyond the commonly stud-
ied Sobolev/Holder spaces and develop label complexity guarantees for learning in
Radon BV? spaces, which have recently been proposed as natural function spaces

associated with neural networks.

3.1 Introduction

We study active learning with neural network hypothesis classes, sometimes known
as deep active learning. Active learning agent proceeds by selecting the most informa-
tive data points to label: The goal of active learning is to achieve the same accuracy
achievable by passive learning, but with much fewer label queries (Settles, 2009;
Hanneke, 2014). When the hypothesis class is a set of neural networks, the learner
further benefits from the representation power of deep neural networks, which
has driven the successes of passive learning in the past decade (Krizhevsky et al.,
2012; LeCun et al., 2015). With these added benefits, deep active learning has
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become a popular research area, with empirical successes observed in many recent
papers. (Sener and Savarese, 2018; Ash et al., 2019; Citovsky et al., 2021; Ash et al.,
2021; Kothawade et al., 2021; Emam et al., 2021; Ren et al., 2021). However, due
to the difficulty of analyzing a set of neural networks, rigorous label complexity
guarantees for deep active learning have remained largely elusive.

To the best of our knowledge, there are only two papers (Karzand and Nowak,
2020; Wang et al., 2021) that have made the attempts at theoretically quantifying
active learning gains with neural networks. While insightful views are provided,
these two works have their own limitations. The guarantees provided in Karzand
and Nowak (2020) only work in the 1d case where data points are uniformly
sampled from [0, 1] and labeled by a well-seperated piece-wise constant function
in a noise-free way (i.e., without any labeling noise). Wang et al. (2021) study
deep active learning by linearizing the neural network at its random initialization
and then analyzing it as a linear function; moreover, as the authors agree, their
error bounds and label complexity guarantees can in fact be vacuous in certain cases.
Thus, it’s fair to say that up to now researchers have not identified cases where
deep active learning are provably near minimax optimal (or even with provably
non-vacuous guarantees), which constitutes a significant gap between theory and
practice.

In this chapter, we bridge this gap by providing the first near-optimal label
complexity guarantees for deep active learning. We obtain insights from the non-
parametric setting where the conditional probability (of taking a positive label) is
assumed to be a smooth function (Tsybakov, 2004; Audibert and Tsybakov, 2007).
Previous nonparametric active learning algorithms proceed by partitioning the
action space into exponentially many sub-regions (e.g., partitioning the unit cube
[0,1]¢ into ¢ ¢ sub-cubes each with volume ¢¢), and then conducting local mean
(or some higher-order statistics) estimation within each sub-region (Castro and
Nowak, 2008; Minsker, 2012; Locatelli et al., 2017, 2018; Shekhar et al., 2021; Kpotufe
et al., 2021). We show that, with an appropriately chosen set of neural networks
that globally approximates the smooth regression function, one can in fact recover

the minimax label complexity for active learning, up to disagreement coefficient
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(Hanneke, 2007, 2014) and other logarithmic factors. Our results are established by
(i) identifying the “right tools” to study neural networks (ranging from approxi-
mation results (Yarotsky, 2017, 2018) to complexity measure of neural networks
(Bartlett et al., 2019)), and (ii) developing novel extensions of agnostic active learn-
ing algorithms (Balcan et al., 2006; Hanneke, 2007, 2014) to work with a set of
neural networks.

While matching the minimax label complexity in nonparametric active learning
is existing, such minimax results scale as @(poly(%)) (Castro and Nowak, 2008;
Locatelli et al., 2017) and do not resemble what is practically observed in deep
active learning: A fairly accurate neural network classifier can be obtained by
training with only a few labeled data points. Inspired by recent results in parametric
active learning with abstention (Puchkin and Zhivotovskiy, 2021; Zhu and Nowak,
2022b), we develop an oracle-efficient algorithm showing that deep active learning
provably achieves polylog(1) label complexity when equipped with an abstention
option (Chow, 1970). Our algorithm not only achieves an exponential saving in
label complexity (without any low noise assumptions), but is also highly practical: In
real-world scenarios such as medical imaging, it makes more sense for the classifier
to abstain from making prediction on hard examples (e.g., those that are close to

the boundary), and ask medical experts to make the judgments.

3.1.0.1 Proper Abstention and computational efficiency

3.1.1 Problem Setting

Let X denote the instance space and Y denote the label space. We focus on the
binary classification problem where Y := {+1, —1}. The joint distribution over X x Y
is denoted as Dxy. We use Dy to denote the marginal distribution over the instance
space X, and use Dy, to denote the conditional distribution of Y with respect to any
x € X. We consider the standard active learning setup where x ~ D but its label
y ~ Dy« is only observed after issuing a label query. We definen(x) :=Py.p, (y =
+1) as the conditional probability of taking a positive label. The Bayes optimal

classifier h* can thus be expressed as h*(x) := sign(2n(x) — 1). For any classifier
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h:X — Y, its (standard) error is calculated as err(h) := Py )-p,, (h(x) # y); and
its (standard) excess error is defined as excess(h) := err(h) — err(h*). Our goal is
to learn an accurate classifier with a small number of label querying.

The nonparametric setting. We consider the nonparametric setting where the con-
ditional probability mn is characterized by a smooth function.
Fix any o« € N, the Sobolev norm of a function f : X — R is defined as
[fl|wae = MaxXg,|z<«eSSsup, . |D*f(x)], where o¢ = (..., xa), & = Zle oG
and D*f denotes the standard «-th weak derivative of f. The unit ball in the Sobolev
space is defined as W;"*(X) = {f : [|f|lw=~ < 1}. Following the convention of
nonparametric active learning (Castro and Nowak, 2008; Minsker, 2012; Locatelli
etal., 2017, 2018; Shekhar et al., 2021; Kpotufe et al., 2021), we assume X = [0, 1]¢
and n € W"*(X) (except in Section 3.4).

Neural Networks. We consider feedforward neural networks with Rectified Linear
Unit (ReLU) activation function, which is defined as ReLU(x) := max{x, 0}. Each
neural network fg,, : X — R consists of several input units (which corresponds
to the covariates of x € X), one output unit (which corresponds to the prediction
in R), and multiple hidden computational units. Each hidden computational unit
takes inputs {x;}}\.; (which are outputs from previous layers) and perform the
computation ReLU(Y N, wiX; + b) with adjustable parameters {w;}}\ ; and b; the
output unit performs the same operation, but without the ReLU nonlinearity. We
use W to denote the total number of parameters of a neural network, and L to
denote the depth of the neural network.

3.1.2 Contributions and Organization

Neural networks are known to be universal approximators (Cybenko, 1989; Hornik,
1991). In this chapter, we argue that, in both passive and active regimes, the univer-
sal approximatability makes neural networks “universal classifiers” for classification

problems: With an appropriately chosen set of neural networks, one can recover
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known minimax rates (up to disagreement coefficients in the active setting) in the
rich nonparametric regimes.! We provide informal statements of our main results in
the sequel, with detailed statements and associated definitions/algorithms deferred
to later sections.

In Section 3.2, we analyze the label complexity of deep active learning under the
standard Tsybakov noise condition with smoothness parameter 3 > 0 (Tsybakov,
2004). Let H4nn be an appropriately chosen set of neural network classifiers and
denote 05, (¢) as the disagreement coefficient (Hanneke, 2007, 2014) at level «.

We develop the following label complexity guarantees for deep active learning.

Theorem 3.1 (Informal). There exists an algorithm that returns a neuml network classifier
h € Hann with excess error O (e ¢) after querying O (8, (e77F) . ¢ wiab) labels.

The label complexity presented in Theorem 3.1 matches the active learning lower
bound Q (e« (Locatelli et al., 2017) up to the dependence on the disagreement
coefficient (and other logarithmic factors). Since 04, (&) < ¢! by definition, the
label complexity presented in Theorem 3.1 is never worse than the passive learning
rates @)(s B ) (Audibert and Tsybakov, 2007). We also discover conditions

under which the disagreement coefficient with respect to a set of neural network
classifiers can be properly bounded, i.e., 04, (¢) = o(e™!) (implying strict im-
provement over passive learning) and 04, (¢) = o(1) (implying matching active
learning lower bound).

In Section 3.3, we develop label complexity guarantees for deep active learning
when an additional abstention option is allowed (Chow, 1970; Puchkin and Zhivo-
tovskiy, 2021; Zhu and Nowak, 2022b). Suppose a cost (e.g. 0.49) that is marginally
smaller than random guessing (which has expected cost 0.5) is incurred whenever
the classifier abstains from making a predication, we develop the following label

complexity guarantees for deep active learning.

1As a byproduct, our results also provide a new perspective on nonparametric active learning
through the lens of neural network approximations. Nonparametric active learning was previously
tackled through space partitioning and local estimations over exponentially many sub-regions
(Castro and Nowak, 2008; Minsker, 2012; Locatelli et al., 2017, 2018; Shekhar et al., 2021; Kpotufe
etal., 2021).
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Theorem 3.2 (Informal). There exists an efficient algorithm that constructs a neural

network classifier Nann with Chow’s excess error O(e) after querying polylog(1) labels.

The above polylog(1) label complexity bound is achieved without any low noise
assumptions. Such exponential label savings theoretically justify the great empiri-
cal performances of deep active learning observed in practice (e.g., in Sener and
Savarese (2018)): It suffices to label a few data points to achieve a high accuracy
level. Moreover, apart from an initialization step, our algorithm (Algorithm 7)
developed for Theorem 3.2 can be efficiently implemented in O(e ') time, given a
convex loss regression oracle over an appropriately chosen set of neural networks; in
practice, the regression oracle can be approximated by running stochastic gradient
descent.

Technical contributions. Besides identifying the “right tools” (ranging from ap-
proximation results (Yarotsky, 2017, 2018) to complexity analyses (Bartlett et al.,
2019)) to analyze deep active learning, our theoretical guarantees are empowered
by novel extensions of active learning algorithms under neural network approximations.
In particular, we deal with approximation error in active learning under Tsybakov
noise, and identify conditions that greatly relax the approximation requirement in
the learning with abstention setup; we also analyze the disagreement coefficient,
both classifier-based and value function-based, with a set of neural networks.These
analyses together lead to our main results for deep active learning (e.g., Theorem 3.1
and Theorem 3.2). More generally, we establish a bridge between approximation
theory and active learning; we provide these general guarantees in Section 3.6
(under Tsybakov noise) and Section 3.7 (with the abstention option), which can be
of independent interests. Benefited from these generic algorithms and guarantees,
in Section 3.4, we extend our results into learning smooth functions in the Radon
BV? space (Ongie et al., 2020; Parhi and Nowak, 2021, 2022b,a; Unser, 2022), which
is recently proposed as a natural space to analyze neural networks.
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3.1.3 Additional Related Work

Active learning concerns about learning accurate classifiers without extensive hu-
man labeling. One of the earliest work of active learning dates back to the CAL
algorithm proposed by Cohn et al. (1994), which set the cornerstone for disagreement-
based active learning. Since then, a long line of work have been developed, either
directly working with a set classifier (Balcan et al., 2006; Hanneke, 2007; Dasgupta
et al., 2007; Beygelzimer et al., 2009, 2010; Huang et al., 2015; Cortes et al., 2019) or
work with a set of regression functions (Krishnamurthy et al., 2017, 2019). These
work mainly focus on the parametric regime (e.g., learning with a set of linear
classifiers), and their label complexities rely on the boundedness of the so-called
disagreement coefficient (Hanneke, 2007, 2014; Friedman, 2009). Active learning in
the nonparametric regime has been analyzed in Castro and Nowak (2008); Minsker
(2012); Locatelli et al. (2017, 2018); Kpotufe et al. (2021). These algorithms rely
on partitioning of the input space X C [0,1]¢ into exponentially (in dimension)
many small cubes, and then conduct local mean (or some higher-order statistics)
estimation within each small cube.

It is well known that, in the worst case, active learning exhibits no label com-
plexity gains over the passive counterpart (Kdaridinen, 2006). To bypass these
worst-case scenarios, active learning has been popularly analyzed under the so-
called Tsybakov low noise conditions (Tsybakov, 2004). Under Tsybakov noise
conditions, active learning has been shown to be strictly superior than passive learn-
ing in terms of label complexity (Castro and Nowak, 2008; Locatelli et al., 2017).
Besides analyzing active learning under favorable low noise assumptions, more
recently, researchers consider active learning with an abstention option and ana-
lyze its label complexity under Chow’s error (Chow, 1970). In particular, Puchkin
and Zhivotovskiy (2021); Zhu and Nowak (2022b) develop active learning algo-
rithms with polylog(1) label complexity when analyzed under Chow’s excess error.
Shekhar et al. (2021) study nonparametric active learning under a different notion
of the Chow’s excess error, and propose algorithms with poly (1) label complexity;

their algorithms follow similar procedures of those partition-based nonparametric
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active learning algorithms (e.g., Minsker (2012); Locatelli et al. (2017)).

Inspired by the success of deep learning in the passive regime, active learning
with neural networks has been extensively explored in recent years (Sener and
Savarese, 2018; Ash et al., 2019; Citovsky et al., 2021; Ash et al., 2021; Kothawade
et al., 2021; Emam et al., 2021; Ren et al., 2021). Great empirical performances
are observed in these papers, however, rigorous label complexity guarantees have
largely remains elusive (except in Karzand and Nowak (2020); Wang et al. (2021),
with limitations discussed before). We bridge the gap between practice and theory
by providing the first near-optimal label complexity guarantees for deep active
learning. Our results are built upon approximation results of deep neural networks
(Yarotsky, 2017, 2018; Parhi and Nowak, 2022a) and VC/pseudo dimension analyses

of neural networks with given structures (Bartlett et al., 2019).

3.2 Label Complexity of Deep Active Learning

We analyze the label complexity of deep active learning in this section. We first
introduce the Tsybakov noise condition in Section 3.2.1, and then identify the
“right tools” to analyze classification problems with neural network classifiers in
Section 3.2.2 (where we also provide passive learning guarantees). We establish

our main active learning guarantees in Section 3.2.3.

3.2.1 Tsybakov Noise Condition

It is well known that active learning exhibits no label complexity gains over the
passive counterpart without additional low noise assumptions (Kddridinen, 2006).
We next introduce the Tsybokov low noise condition (Tsybakov, 2004), which has

been extensively analyzed in active learning literature.

Definition 3.3 (Tsybakov noise). A distribution Dy satisfies the Tsybakov noise condi-

tion with parameter 3 > 0 and a universal constant ¢ > 1 if, VT > 0,

Pypy(x € X:(x) —1/2| < 1) < c TP
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The case with B = 0 corresponds to the general case without any low noise
conditions, where no active learning algorithm can outperform the passive coun-
terpart (Audibert and Tsybakov, 2007; Locatelli et al., 2017). We use P(«, 3) to
denote the set of distributions satisfying: (i) the smoothness conditions introduced
in Section 3.1.1 with parameter « > 0; and (ii) the Tsybakov low noise condition
(i.e., Definition 3.3) with parameter 3 > 0. We assume Dy € P(«, 3) in the rest
of Section 3.2. As in Castro and Nowak (2008); Hanneke (2014), we assume the
knowledge of noise/smoothness parameters.

3.2.2 Approximation and Expressiveness of Neural Networks

Neural networks are known to be universal approximators (Cybenko, 1989; Hornik,
1991): For any continuous function g : X — R and any error tolerance k > 0, there
exists a large enough neural network fg,, such that ||[fgnn — gl|eo = sup, o [fann(x) —
g(x)| < k. Recently, non-asympototic approximation rates by ReLU neural networks
have been developed for smooth functions in the Sobolev space, which we restate
in the following.?

Theorem 3.4 (Yarotsky (2017)). Fix any x > 0. For any f* =n € W{"*([0, 114), there
exists a neural network fan, with W = O(k~ & log 1) total number of parameters arranged
in L = O(log <) layers such that ||fgn — *||c0 < K.

The architecture of the neural network f4,, appearing in the above theorem only
depends on the smooth function space W{**°([0,1]9), but otherwise is independent
of the true regression function f*; also see Yarotsky (2017) for details. Let Fynn
denote the set of neural network regression functions with the same architecture. We
construct a set of neural network classifiers by thresholding the regression function
at %, ie., Hgnn := {h¢ = sign(2f(x) — 1) : f € Fyan). The next result concerns
about the expressiveness of the neural network classifiers, in terms of a well-known

complexity measure: the VC dimension (Vapnik and Chervonenkis, 1971).

2As in Yarotsky (2017), we hide constants that are potentially «-dependent and d-dependent
into the Big-Oh notation.
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Theorem 3.5 (Bartlett et al. (2019)). Let Hynn be a set of neural network classifiers of
the same architecture and with W parameters arranged in L layers. We then have

Q(WLlog(W/L)) < VCdim (Hyn,) < O(WLlog(W)).

With these tools, we can construct a set of neural network classifiers Hy,,, such
that (i) the best in-class classifier h € Hy,, has small excess error, and (ii) Hgnn has
a well-controlled VC dimension that is proportional to smooth/noise parameters.
More specifically, we have the following proposition.

Proposition 3.6. Suppose Dy € P(e, 3). One can construct a set of neural network
classifier Hqnn such that the following two properties hold simultaneously:

_inf err(h) —err(h*) = O(e)  and  VCdim(3gnn) = O(e i)
€Jldnn

With the approximation results obtained above, to learn a classifier with O(¢)
excess error, one only needs to focus on a set of neural networks H4,, with a well-
controlled VC dimension. As a warm-up, we first analyze the label complexity of

such procedure in the passive regime (with fast rates).

Theorem 3.7. Suppose Dy € P(«x, 3). Fix any €,8 > 0. Let Hgpnn be the set of neural
network classifiers constructed in Proposition 3.6. Withn = O(e~ B ) i.i.d. sampled
points, with probability at least 1 — 6, the empirical risk minimizer h € Hgnn achieves

excess error O ().

The label complexity results obtained in Theorem 3.7 matches, up to logarithmic
factors, the passive learning lower bound Q (e~ S ) established in Audibert and
Tsybakov (2007), indicating our proposed learning procedure with a set of neural

networks is near minimax optimal.

3.2.3 Deep Active Learning and Guarantees

The passive learning procedure presented in the previous section treats every

data point equally, i.e., it requests the label of every data point. Active learning
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reduces the label complexity by only querying labels of data points that are “more
important”. We present deep active learning results in this section. Our algorithm
(Algorithm 4) is inspired by RobustCAL (Balcan et al., 2006; Hanneke, 2007, 2014)
and the seminal CAL algorithm (Cohn et al., 1994); we call our algorithm Neural CAL
to emphasize that it works with a set of neural networks.

For any accuracy level ¢ > 0, Neural CAL first initialize a set of neural network clas-
sifiers Hy := Hyn, such that (i) the best in-class classifier h:= argmin, _g. err(h)
has excess error at most O(¢), and (ii) the VC dimension of Hg,, is upper bounded
by 0 (e_a(%ﬂﬂ) (see Section 3.2.2 for more details). Neural CAL then runs in epochs
of geometrically increasing lengths. At the beginning of epoch m, based on pre-
viously labeled data points, Neural CAL updates a set of active classifier H,, such
that, with high probability, the best classifier h remains uneliminated. Within each
epoch m, NeuralCAL only queries the label y of a data point x if it lies in the re-
gion of disagreement with respect to the current active set of classifier H,,, i.e.,
DIS(Hy,) == {x € X : 3hy,hy, € Hys.t. hy(x) # hy(x)}. NeuralCAL returns any
classifier h € 3, that remains uneliminated after M — 1 epoch.
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Algorithm 4 NeuralCAL

Input: Accuracy level € € (0,1), confidence level § € (0,1).
1: Let Hyn, be a set of neural networks classifiers constructed in Proposition 3.6.

2: Define T := ¢ 1f - VCdim(Hgnn), M := [log, T|, Tm = 2™ for m > 1 and

To = 0. "
1B
4: Define Ry (h) := Y 7" QiL(h(x¢) # y¢) with the convention that 3"}, ... =0.

5: Initialize Hy := Hynn.
6: forepochm=1,2,...,M do

7. Updateactiveset H,, := {h € Hm_1: ﬁm(h) <infhese,, , ﬁm(h) 4+ Tt - pm}

*®

if epoch m = M then
Return any classifier h e Hm.
10 fortimet=71t,_1+1,...,Tm do
11: Observe x; ~ Dx. Set Q¢ := 1(x¢ € DIS(H,)).
12: if Q¢ =1 then
13: Query the label y, of x;.

Y

Since NeuralCAL only queries labels of data points lying in the region of dis-
agreement, its label complexity should intuitively be related to how fast the region
of disagreement shrinks. More formally, the rate of collapse of the (probability
measure of) region of disagreement is captured by the (classifier-based) disagreement
coefficient (Hanneke, 2007, 2014), which we introduce next.

Definition 3.8 (Classifier-based disagreement coefficient). For any ¢, and classifier
h € X, the classifier-based disagreement coefficient of h is defined as

Os¢,n(e0) := sup Py (DIS(Byc(hy€))) |, 1,

£>¢€0 €

where Byc(h,e) :={g € H:P(x € X : g(x) # h(x)) < €}. We also define 04¢(¢o) =

sup; cq¢ O3¢,n(€0).
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The guarantees of NeuralCAL follows from a more general analysis of RobustCAL
under approximation. In particular, to achieve fast rates (under Tsybakov noise),
previous analysis of RobustCAL requires that the Bayes classifier is in the class (or
a Bernstein condition for every h € ) (Hanneke, 2014). These requirements are
stronger compared to what we have in the case with neural network approximations.
Our analysis extends the understanding of RobustCAL under approximation. We

defer such general analysis to Section 3.6, and present the following guarantees.

Theorem 3.9. Suppose Dyy € P(«, B) Fix any €, > 0. With probability at least
129, Algorzthm 4 returns a classifier h € Hynn with excess error Oe ) after querying
O(G;}(dm(EHG) ~wreb ) labels.

We next discuss in detail the label complexity of deep active learning proved in
Theorem 3.9.

e Ignoring the dependence on disagreement coefficient, the label complexity
appearing in Theorem 3.9 matches, up to logarithmic factors, the lower bound
Q(s_%) for active learning (Locatelli et al., 2017). At the same time, the
label complexity appearing in Theorem 3.9 is never worse than the passive

—di2aiap B B
counterpart (i.e., @( «[17B) ) since Og¢, (eTF) < & T4,

e We also identify cases when 05, (e%) = o(e_% ), indicating strict improve-
ment over passive learning (e.g., when Dy is supported on countably many
data points), and when 05, ( 5%) = O(1), indicating matching the minimax
active lower bound (e.g., when Dy satisfies conditions such as decomposibility
defined in Definition 3.34. See Section 3.8.2.2 for detailed discussion).?

Our algorithm and theorems lead to the following results, which could benefit

both deep active learning and nonparametric learning communities.

3We remark that disagreement coefficient is usually bounded/analyzed under additional as-
sumptions on Dy, even for simple cases with a set of linear classifiers (Friedman, 2009; Hanneke,
2014). The label complexity guarantees of partition-based nonparametric active algorithms (e.g.,
Castro and Nowak (2008)) do not depend on the disagreement coefficient, but they are analyzed
under stronger assumptions, e.g., they require the strictly stronger membership querying oracle.
See Wang (2011) for a discussion. We left a comprehensive analysis of the disagreement coefficient
with a set of neural network classifiers for future work.
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e Near minimax optimal label complexity for deep active learning. While
empirical successes of deep active learning have been observed, rigorous
label complexity analysis remains elusive except for two attempts made in
Karzand and Nowak (2020); Wang et al. (2021). The guarantees provided
in Karzand and Nowak (2020) only work in very special cases (i.e., data
uniformly sampled from [0, 1] and labeled by well-separated piece-constant
functions in a noise-free way). Wang et al. (2021) study deep active learning in
the NTK regime by linearizing the neural network at its random initialization
and analyzing it as a linear function; moreover, as the authors agree, their
error bounds and label complexity guarantees are vacuous in certain cases.
On the other hand, our guarantees are minimax optimal, up to disagreement
coefficient and other logarithmic factors, which bridge the gap between theory
and practice in deep active learning.

e New perspective on nonparametric learning. Nonparametric learning of
smooth functions have been mainly approached by partitioning-based meth-
ods (Tsybakov, 2004; Audibert and Tsybakov, 2007; Castro and Nowak, 2008;
Minsker, 2012; Locatelli et al., 2017, 2018; Kpotufe et al., 2021) : Partition
the unit cube [0, 1]¢ into exponentially (in dimension) many sub-cubes and
conduct local mean estimation within each sub-cube (which additionally
requires a strictly stronger membership querying oracle). Our results show
that, in both passive and active settings, one can learn globally with a set of
neural networks and achieve near minimax optimal label complexities.

3.3 Deep Active Learning with Abstention:
Exponential Speedups

While the theoretical guarantees provided in Section 3.2 are near minimax optimal,
the label complexity scales as poly(1), which doesn’t match the great empirical
performance observed in deep active learning. In this section, we fill in this gap by

leveraging the idea of abstention and provide a deep active learning algorithm that
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achieves exponential label savings. We introduce the concepts of abstention and
Chow’s excess error in Section 3.3.1, and provide our label complexity guarantees
in Section 3.3.2.

3.3.1 Active Learning without Low Noise Conditions

The previous section analyzes active learning under Tsybakov noise, which has
been extensively studied in the literature since Castro and Nowak (2008). More
recently, promising results are observed in active learning under Chow’s excess
error, but otherwise without any low noise assumption (Puchkin and Zhivotovskiy,
2021; Zhu and Nowak, 2022b). We introduce this setting in the following.

Abstention and Chow’s error (Chow, 1970). We consider classifier of the form
h:X — Y U{L} where L denotes the action of abstention. For any fixed 0 < y < %,
the Chow’s error is defined as

o~

erry (h) i= P(yy)-nyy (R(x) # Y, h(x) # L) 4 (1/2 = ¥) - Prxy)day (h(x) = L1).

The parameter y can be chosen as a small constant, e.g., v = 0.01, to avoid excessive
abstention: The price of abstention is only marginally smaller than random guess
(which incurs cost 0.5). The Chow’s excess error is then defined as excessy(ﬂ) =
err, (PAL) — err(h*) (Puchkin and Zhivotovskiy, 2021).

At a high level, analyzing with Chow’s excess error allows slackness in predica-
tions of hard examples (e.g., data points whose n(x) is close to 3) by leveraging the
power of abstention. Puchkin and Zhivotovskiy (2021); Zhu and Nowak (2022b)
show that polylog(1) is always achievable in the parametric settings. We generalize
their results to the nonparametric setting and analyze active learning with a set of

neural networks.
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3.3.2 Exponential Speedups with Abstention

In this section, we work with a set of neural network regression functions Fgnn : X —
[0,1] (that approximates 1) and then construct classifiers h : X — Y U {L} with
an additional abstention action. To work with a set of regression functions JFg,,, we
analyze its “complexity” from the lenses of pseudo dimension Pdim(JFy,,) (Pollard,
1984; Haussler, 1989, 1995) and wvalue function disagreement coefficient 0% (1) (for
some L > () (Foster et al., 2020c). We defer detailed definitions of these complexity
measures to Section 3.7.1.
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Algorithm 5 Neural CAL++

Input: Accuracy level ¢ € (0,1), confidence level & € (0,1), abstention parameter

1:

10:
11:
12:
13:
14:

v € (0,1/2).
Let F4nn be a set of neural network regression functions obtained by (i) applying
Theorem 3.4 with an appropriate approximation level k (which satisfies 1 =
poly(;) polylog(:)), and (ii) applying a preprocessing step on the set of
neural networks obtained from step (i). See Section 3.8.3 for details.

0% (v/4) Pdim(Fann)

Define T := = , M = [log,T], and Cs := O(Pdim(JFgnn) -
log(T/3)).
Define t,,, :=2™ form > 1,1 := 0, and B, :=3(M —m+ 1)Cs.
Define ﬁm(f) =y ! Qt(?(xt) —y¢)? with the convention that Z(t]:l ...=0.
forepochm=1,2,...,Mdo

Get f,, = argmin ., 3 ™" Qu(f(xd) —yu)*

(Implicitely) Construct active set I, = {f € Fann - ﬁm(f) < ﬁm(?m) + Bm}.

Construct classifier ?Alm X —{+1,—-1, L}as

R (x) =
1, if (lcb(x; Fim) — Y, uchb(x; Fn) + X1 C [ —v, 2 +v];
sign(Z?m(x) —1), ow.

and query function gm(x) = 1(3 € (Icb(x; Fn) — ¥, ucb(x; Fn) + %)) -
T(hm(x) # 1).
if epoch m = M then

Return classifier 1A1M.
for timet=1t,_1+1,...,Tm do

Observe x; ~ Dy. Set Q¢ := gm (Xt)-

if Q =1 then

Query the label y, of x.

We now present Neural CAL++ (Algorithm 5), a deep active learning algorithm

that leverages the power of abstention. Neural CAL++ first initialize a set of set of

neural network regression functions Fy,, by applying a preprocessing step on top

of the set of regression functions obtained from Theorem 3.4 with a carefully chosen
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approximation level k. The preprocessing step mainly contains two actions: (1)
clipping f4nn : X — R into fann 2 X — [0,1] (since we obviously have n(x) € [0,1]);
and (2) filtering out fgo, € Fynn that are clearly not a good approximation of . After
initialization, Neural CAL++ runs in epochs of geometrically increasing lengths. At
the beginning of epoch m € [M], Neural CAL++ (implicitly) constructs an active set
of regression functions J,, that are “close” to the true conditional probability . For
any x ~ Dy, Neural CAL++ constructs a lower bound lcb(x; Iy, ) := infe g, f(x) and
an upper bound ucb(x; F,) := SUP e f(x) as a confidence range of n(x) (based on
Fm). An empirical classifier with an abstention option ﬁm : X —{+1,—-1,1L}and a
query function g, : X — {0, 1} are then constructed based on the confidence range
(and the abstention parameter y). For any time step t within epoch m, Neural CAL++
queries the label of the observed data point x; if and only if Q. = gm(x¢) = 1.
Neural CAL++ returns ]/’\LM as the learned classifier.

NeuralCAL++ is adapted from the algorithm developed in Zhu and Nowak
(2022b), but with novel extensions. In particular, the algorithm presented in Zhu
and Nowak (2022b) requires the existence of a f € J such that ||f — 1|, < €
(to achieve ¢ Chow’s excess error), Such an approximation requirement directly
leads to poly (1) label complexity in the nonparametric setting, which is unacceptable.
The initialization step of NeuralCAL++ (line 1) is carefully chosen to ensure that
Pdim (Fqnn), 0 (¥) = poly(%) - polylog(1); together with a sharper analysis of
concentration results, these conditions help us derive the following deep active

learning guarantees (also see Section 3.7 for a more general guarantee).

Theorem 3.10. Fix any ¢,8,y > 0. With probability at least 1 — 6, Algorithm 5 (with an
appropriate initialization at line 1) returns a classifier h with Chow’s excess error O(¢)

after querying poly () - polylog (') labels.
We discuss two important aspects of Algorithm 5/Theorem 3.10 in the following,

i.e., exponential savings and computational efficiency. We defer more detailed

discussions to Section 3.8.4.1 and Section 3.8.4.2.

e Exponential speedups. Theorem 3.10 shows that, equipped with an absten-

tion option, deep active learning enjoys polylog(1) label complexity. This

€
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provides theoretical justifications for great empirical results of deep active
learning observed in practice. Moreover, Algorithm 5 outputs a classifier that
abstains properly, i.e., it abstains only if abstention is the optimal choice; such
a property further implies polylog(1) label complexity under standard excess
error and Massart noise (Massart and Nédélec, 2006).

e Computational efficiency. Suppose one can efficiently implement a (weighted)
square loss regression oracle over the initialized set of neural networks Fyn,:
Given any set & of weighted examples (w,x,y) € R, x X x Y as input, the
regression oracle outputs Fann = argmin g D (1, y)es WF(X) — y)® .4 Al
gorithm 5 can then be efficiently implemented with poly(%/) - L oracle calls.

While the label complexity obtained in Theorem 3.10 has desired dependence

on polylog (1), its dependence on y can be of order y~P°%(4). Our next result shows
that, however, such dependence is unavoidable even in the case of learning a single
ReLU function.

Theorem 3.11. Fix any vy € (0,1/8). For any accuracy level ¢ sufficiently small, there ex-
ists a problem instance such that (1) n € W%"’O (X) and is of the formn(x) := ReLU({(w, x)+
a) + b; and (2) for any active learning algorithm, it takes at least v~ labels to iden-
tify an e-optimal classifier, for either standard excess error or Chow’s excess error (with
parameter y).

3.4 Extensions

Previous results are developed in the commonly studied Sobolev/Holder spaces.
Our techniques, however, are generic and can be adapted to other function spaces,
given neural network approximation results. In this section, we provide extensions

of our results to the Radon BV? space, which was recently proposed as the natural

*In practice, one can approximate this oracle by running stochastic gradient descent.
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function space associated with ReLU neural networks (Ongie et al., 2020; Parhi and
Nowak, 2021, 2022b,a; Unser, 2022).°

The Radon BV? space. The Radon BV? unit ball over domain X is defined as
ZBVI(X) = {f : |fll, gv2(x) < 1}, where [|f||;gy2(y, denotes the Radon BV?
norm of f over domain X.® Following Parhi and Nowak (2022a), we assume
X ={xeR: x|l <1}andn € ZBVi(X).

The Radon BV? space naturally contains neural networks of the form fy,,(x) =
Zlle vi-ReLU(w{ x+b;). On the contrary, such f4,, doesn’t lie in any Sobolev space
of order « > 2 (since fy,, doesn’t have second order weak derivative). Thus, if ) takes
the form of the aforementioned neural network (e.g., 1 = f4,n), approximating n
up to k from a Sobolev perspective requires O(k~9) total parameters, which suffers
from the curse of dimensionality. On the other side, however, such bad dependence
on dimensionality goes away when approximating from a Radon BV? perspective,

as shown in the following theorem.

Theorem 3.12 (Parhi and Nowak (2022a)). Fix any k > 0. For any f* € % BVi(X),
there exists a one-hidden layer neural network fyn, of width K = O(K*dz*f?r) such that
||f* - 1:dnn”oo < K.

Equipped with this approximation result, we provide the active learning guar-

antees for learning a smooth function within the Radon BV? unit ball as follows.

Theorem 3.13. Suppose n € % BV3(X) and the Tsybakov noise condition is satisfied
with parameter 3 > 0. Fix any ¢,8 > 0. There exists an algorithm such that, with
probability at least 1 — 9O, it learns a classifier h € Hann with excess error O(e) after
querying 6(95{“”(5%) : e_%) labels.

Compared to the label complexity obtained in Theorem 3.9, the label complexity
obtained in the above theorem doesn’t suffer from the curse of dimensionality: For

°Other extensions are also possible given neural network approximation results, e.g., recent
results established in Lu et al. (2021).
®We provide more mathematical backgrounds and associated definitions in Section 3.8.5.
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O

d large enough, the above label complexity scales as ¢ ~©(!) yet label complexity

~Old) Active learning guarantees under Chow’s excess

in Theorem 3.9 scales as ¢
error in the Radon BV space are similar to results presented in Theorem 3.10, and

are thus deferred to Section 3.8.5.

3.5 Discussion

We provide the first near-optimal deep active learning guarantees, under both
standard excess error and Chow’s excess error. Our results are powered by generic
algorithms and analyses developed for active learning that bridge approximation
guarantees into label complexity guarantees. We outline some natural directions

for future research below.

e Disagreement coefficients for neural networks. While we have provided
some results regarding the disagreement coefficients for neural networks, we
believe a comprehensive investigation on this topic is needed. For instance,
can we discover more general settings where the classifier-based disagreement
coefficient can be upper bounded by O(1)? It is also interesting to explore

sharper analyses on the value function disagreement coefficient.

e Adaptivity in deep active learning. Our current results are established with
the knowledge of some problem-dependent parameters, e.g., the smoothness
parameters regarding the function spaces and the noise levels. It will be
interesting to see if one can develop algorithms that can automatically adapt
to unknown parameters, e.g., by leveraging techniques developed in Locatelli
et al. (2017, 2018).
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3.6 Generic Version of Algorithm 4 and Its

Guarantees

We present Algorithm 6 below, a generic version of Algorithm 4 that doesn’t require
the approximating classifiers to be neural networks. The guarantees of Algorithm 6
are provided in Theorem 3.14, which is proved in Section 3.6.2 based on supporting
lemmas provided in Section 3.6.1.

Algorithm 6 RobustCAL with Approximation

Input: Accuracy level € € (0,1), confidence level § € (0,1).
1: Let J{ be a set of approximating classifiers such that infy,cg¢ err(h) — err(h*) =
O(e).
2. Define T:=¢ 1 -VCdim(7(), M := [log, T|, T :=2™ for m > 1 and 10 := 0.

1+p
3: Define p,, := O ((VCdnn(iH).log(Tm1)~log(M/5)> 2+B) form > 2and p; == 1.

Tm—1

4: Define ﬁ =Y "' Qi1(h(x¢) # y¢) with the convention that thl ...=0.

5: Initialize H, := H.
6: forepochm =1,2,...,M do

7. Update active set H(,,, := {h € Hm1: ﬁm(h) <infreqe, ﬁm(h) + Tt - pm}
8: if epoch m = M then
9: Return any classifier h € Hu.

10 fortimet=71,_1+1,...,Tn do

11: Observe x; ~ Dy. Set Q¢ := 1(x¢ € DIS(H,)).
12: if Q¢ =1 then

13: Query the label y, of x;.

We provide guarantees for Algorithm 6, and then specialize them to the settings
with neural network approximation, i.e., in Theorem 3.9 and Theorem 3.13. As
discussed before, our analysis is based on the analysis RobustCAL, but with novel
extensions in removing the requirements that the Bayes classifier is in the class (or
a Bernstein condition for every h € J).
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Theorem 3.14. Fix ¢, > 0. With probability at least 1—9, Algorithm 6 returns a classifier
h € H with excess error O(¢) after querying

o(erﬂ(e%) e T -VCdimm))

labels.

3.6.1 Supporting Lemmas

We first recall that Tsybakov noise condition leads to the so-called Bernstein condi-
tion (with respect to Bayes classifier h*).

Lemma 3.15 (Tsybakov (2004)). Suppose Dy satisfies the Tsybakov noise condition
with parameter 3 > 0, then there exists an universal constant ¢’ > 0 such that we have

Peny (h(x) # h*(x)) < ¢/(err(h) — err(h*)) e

forany h: X =Y.

We next present a lemma in the passive learning setting, which will later be
incorporated into the active learning setting. We first define some notations. Sup-
pose Dy, = {(xi,yi)}{*; are n i.i.d. data points drawn from Dyy. Forany h: X — Y,
we denote R, (h) := 3 " | 1(h(x;) # yi) as the empirical error of h over dataset D,,.
We clearly have E[R,, (h)] = n - err(h) by i.i.d. assumption.

Lemma 3.16. Fix €,5 > 0. Suppose Dy satisfies Tsybakov noise condition with parameter
B > 0and err(h) — err(h*) = O(¢), where h = arg max, ., err(h) and h* is the Bayes
classifier. Let Dy, = {(xi,Yi)}{, be a set of ni.i.d. data points drawn from Dy. If § > 0,

suppose n satisfies

n<e ih - VCdim(H)F -log(Z_S_l) : (logn)%.
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With probability at least 1 — 5, we have the following inequalities hold:

2. (Ra(h) —=Rn(R) +n-p(n,8), VheHX, (3.1)
n-p(n,d), (3.2)

n- (err(h) —err(h*)) <
Rn(h) — min Ry (h) <

n

148
_ . . . =1\ 28
where p(n,5) = C - ((VCdun(ﬂ-f) logn-log 8 )H + s) with a universal constant C > 0.7

Proof. Denote H := 3 U {h*}. We know that VCdim(3}) < VCdim(H) + 1 =
O(VCdim(H)). From Lemma 3.15, we know Bernstein condition is satisfied with
respect to } and h* € H. Invoking Lemma 3.1 in Hanneke (2014), with probability
at least 1 — %, Vh € H, we have

n- (err(h) — err(h*)) < max{2- (R, (h) — Rn(h")), n,d)
Rn(h) —min Ry, (h) < max{2n - (err(h) — err(h*)),n (n
heX

148 4B
where (_)(TL,S) -0 <(VCd1m( )- l_rcign+log6 1) 2+f5> -0 ((VCdim(J—f)-:)gn-logé 1) 2+|3> .

Eq. (3.2) follows by taking h = h in Eq. (3.4) and noticing that

)} (33)
5)}, (3.4)

Rn(Rh) — min Ry, (h) < Rn(h) — min R, (h)
heXH hed(

<max{2n-O(¢e),n-p(n,8)},

where we use the assumption that err(h) — err(h*) = O(e).
To derive Eq. (3.1), we first notice that applying Eq. (3.3) for any h € J, we

have

n - (err(h) —err(h*)) < 2+ (Ru(h) — Ra(h) + Ru(h) — Ry (h*)) + 1 - p(n, 3).

The logarithmic factors in this bound might be further optimized. We don’t focus on optimizing
logarithmic factors.
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We next only need to upper bound Rn(h) — Rn(h*), and show that it is order-wise
smaller than n - p(n,5). We consider random variable g; := 1(h(x{) # yi) —
1(h*(xi) # yi). We have

V(gi) < Elg}]

1

= E[1(h(x;) # h*(x{)]
= O(e%>,

where the last line follows from Lemma 3.15 and the assumption that err(h) —
err(h*) = O(e). Denote g = LY g = 1(R,(h) — Rn(h*)), and notice that
Elg] = err(h) — err(h*). Applying Bernstein inequality on —g, with probability at
least 1 — %, we have

B -1\ 2 -1
6 | 1
n n

which further leads to

B —1\ 2 -1
. _ B log d log &
Rn(h) = Ry(h*) <n-0O (E + <M%> + = )

n

The RHS is order-wise smaller than p,, when 3 = 0. We consider the case when

f > 0 next. Since log(Z_S_l) /n is clearly a lower-order term compared to p,,, we only
1

B _ 1\ 2
need to show that [ £21%8% ) s order-wise smaller than pn.. We can easily check
n y

that

1 +

(alfﬂ log 51> ’ . (VCdim(ﬂ-C) -logn - log 51) o

-
=]

X
n n
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whenever n satisfies the following condition
n<e 16 - VCdim(H) ¢ -log(s ) - (logn) % .

O

We denote h = arg min, _, err(h). By assumption of Theorem 3.14, we have
err(h) — err(h*) = O(e). For any h € H, we also use the shorthand Rm(h) =
Re, ,(h):= Y ™" 1(h(x) # y¢). Note that R,,, is only used in analysis since some
Yyt are not observable.

Lemma 3.17. With probability at least 1 — 5, the following holds true for all epochs
m e [M]:

v

1. h € H,n.
2. err(h) —err(h*) < 3pm, Vh € H,,..

Proof. For each m = 2,3,..., M, we invoke Lemma 3.16 with n = 1,,,_; and 5 =
8/2M, which guarantees that

2-(Rm(h) = Rm(M) +Tm1-pm, YhEH, (3.5)
Tm—1" Pm- (36)

Note that the choice T chosen in Algorithm 6 clearly satisfies the requirement
needed (for n = 1,,_1) in Lemma 3.16 when 3 > 0; and ensures that the second
term in p(T,,,_1,0/2M) (i.e., ¢, see Lemma 3.16 for definition of p(t,,_1,0/2M)) is
a lower-order term compared to the first term.

We use € to denote the good event where Eq. (3.5) and Eq. (3.6) hold true
across m = 2,3,..., M. This good event happens with probability at least 1 — 5.
We analyze under € in the following.

We prove Lemma 3.17 through induction. The statements clearly hold true
for m = 1. Suppose the statements hold true up to epoch m, we next prove the
correctness for epoch m + 1.
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We know that h € (,,, by assumption. Based on the querying criteria of Algo-
rithm 6, we know that

Ri1 () = Rmsa(h) = Ronsa (R) = R (W), Vh€ Hn (3.7)
From Eq. (3.6), we also have

Romr1(R) — hfgji{n Rimt1(h) < Rynya(R) — {{g& Rmt1(h)

Combining the above two inequalities shows that
ﬁm+l(]\:l') - ﬁerl(h') S Tm - Pmt1,

implying that h € 3(,, ;1 (due to the construction of ¥, in Algorithm 6).
Based on Eq. (3.7), the construction I, 1 and the fact that h € H,,, we know
that, for any h € H,, 11 € Hop,

Em+1(h) - Em+1(ﬁ) =

Plugging the above inequality into Eq. (3.5) (at epoch m + 1) leads to err(h) —
err(h*) < 3pm+1 for any h € H(,,,1. We thus prove the desired statements at epoch
m+ 1. O]

3.6.2 Proof of Theorem 3.14

Theorem 3.14. Fix ¢,6 > 0. With probability at least 1—5, Algorithm 6 returns a classifier
h € H with excess error O(e) after querying

o(eﬂ(s%) e T -VCdim(J{))
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labels.
Proof. Based on Lemma 3.17, we know that, with probability at least 1 — £, we have

err(ﬂ) —err(h*) < 3pm
_0 ((VCdim(fH) -log(tm—1) - log(M/é)>éiE>

™ -1

= O(e),

where we use the definition of T and t.

We next analyze the label complexity of Algorithm 6. Since Algorithm 6 stops
and the beginning at epoch M, we only need to calculated the label complexity in
the first M — 1 epochs. We have

TM—1
t=1

L

~1
m— Tm_1) - L(x¢ € DIS(H,,))

mlv]

N

(Tm = Tm1) - 1 (e € DIS(Buc (W', (3pm) 7)) ),
1

3
[

where on the last line we use the facts (1) err(h) — err(h*) < 3pn,,Vh € H,
from Lemma 3.17; and (2) P(x : h(x) # h*(x)) < c/(err(h) — err(h*))% from
Lemma 3.16 (with the same constant ¢’). Suppose err(h) — err(h*) = ¢”¢ (with
another universal constant ¢ by assumption). Applying Lemma 3.16 on h leads
to the fact that h* € By (h, c’(c”e)%). Since P(x : h(x) # h(x)) < P(x : h(x) =+
h*(x)) + P(x : h*(x) # h(x)), we further have

T™M-1 M—1 5

> Q m—Tm-1) - 1(xe € DIS(Bye(R, - pm™7))),

t=1 m=1
with a universal constant ¢ > 0. Noticing that the RHS is a sum of independent
Bernoulli random variables, applying a Bernstein-type bound (e.g., Lemma 3.23),
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on a good event &’ that happens with probability at least 1 — 2, we have

.

TM—

where the second using the definition of disagreement coefficient; and the last line
follows from the fact that p,, is non-increasing and t,,_1 - pm, is increasing. Basic
algebra and basic properties of the disagreement coefficient (i.e., Theorem 7.1 and
Corollary 7.2 in Hanneke (2014)) shows that

il Q¢ < 6(6%(5%) e .VCdim(fH))/
t=1

under event € N &', which happen with probability at least 1 — . O

3.7 Generic Version of Algorithm 5 and Its

Guarantees

This section is organized as follows. We first introduce some complexity measures
in Section 3.7.1. We then provide the generic algorithm (Algorithm 7) and state its
theoretical guarantees (Theorem 3.21) in Section 3.7.2. Some of the results have

appeared in Chapter 2, and we provide them here for completeness.

3.71 Complexity Measures

We first introduce pseudo dimension (Pollard, 1984; Haussler, 1989, 1995), a com-

plexity measure used to analyze real-valued functions.
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Definition 3.18 (Pseudo dimension). Consider a set of real-valued function 5 : X — R.
The pseudo dimension Pdim () of F is defined as the VC dimension of the set of threshold
functions {(x, ¢) — 1(f(x) > ¢) : f € T}

As discussed in Bartlett et al. (2019), similar results as in Theorem 3.5 holds

true for Pdim(JF) as well.

Theorem 3.19 (Bartlett et al. (2019)). Let Fynn be a set of neural network regression
functions of the same architecture and with W parameters arranged in L layers. We then
have

Q(WLlog(W/L)) < Pdim(Fgnn) < O(WLlog(W)).

We now introduce value function disagreement coefficient, which is proposed by
Foster et al. (2020c) in contextual bandits and then adapted to active learning by
Zhu and Nowak (2022b) with additional supreme over the marginal distribution
Dy to deal with distributional shifts caused by selective sampling.

Definition 3.20 (Value function disagreement coefficient). For any f* € J and

Yo, €0 > 0, the value function disagreement coefficient 033 (F, vy, €o) is defined as

2
sup sup {%-PDX(HfE?:H(X)—f*(XH>Y,||f—f*HDxés)}\/l,

Dy Y>Y0,e>€0

where ||f||3,, = Ex-p. [f*(x)]. We also define 0% (o) := SUP (e eyo0 0% (F, vo, €0o)-

3.7.2 The Generic Algorithm and Its Guarantees

We present Algorithm 7, a generic version of Algorithm 5 that doesn’t require the

approximating classifiers to be neural networks.
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Algorithm 7 Neural CAL++ (Generic Version)

Input: Accuracy level ¢ € (0,1), confidence level 6 € (0, 1), abstention parameter

1:

10:
11:
12:
13:
14:

v €(0,1/2).
Let F : X — [0,1] be a set of regression functions such that there exists a
regression function f € F with ||f — 1l < k < v/4.

Define T := egl(y/?fdim(?), M := [log, T|, and C;s := O(Pdim(J) - log(T/5)).
Define t,,, :=2™ form > 1,1 := 0, and B, :=3(M —m + 1)Cs.
Define ﬁm(f) =y ! Qt(?(xt) —y¢)? with the convention that Z(t]:l ...=0.
forepochm=1,2,...,Mdo

Get f,, := argmin,_, > ™" Qe(f(xe) —yi)*.

(Implicitely) Construct active set &, = {f eF: ﬁm(f) < ﬁm(?m) + Bm}.
Construct classifier h,, : X — {+1,—1, 1 }as

4, if [lcb(x; Fm) — ¥, ucb(x; F) + X1 C [ —v, 3 +v];
sign(Z?m(x) —1), ow.

and query function gm(x) = 1(3 € (Icb(x; Fin) — ¥, ucb(x; Frn) + ¥)) -
L(hm(x) # 1).
if epoch m = M then

Return classifier }/‘\LM.
for timet=71,_1+1,...,7T, do

Observe x; ~ Dx. Set Q¢ := gm (x¢).

if Q¢ =1 then

Query the label y, of x;.

We next state the theoretical guarantees for Algorithm 7.

Theorem 3.21. Suppose 0% (y/4) < 0 and the approximation level k € (0,7/4] satisfies

4320 - M2 1
( 2 ) AT (38)

With probability at least 1 — o, Algorithm 7 returns a classifier h:X = {+1,—1, L} with
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Chow’s excess error

é-Pdim(&")))

excessy(ﬁ) =0 (s . log( evo

after querying at most

(M2 - Pdim () - log(T/8) - 5)
@) 2

labels.

Theorem 3.21 is proved in Section 3.7.3, based on supporting lemmas and
theorems established in Section 3.7.2.1 and Section 3.7.2.2. The general result
(Theorem 3.21) will be used to prove results in specific settings (e.g., Theorem 3.10
and Theorem 3.59).

3.7.2.1 Concentration Results

The Freedman’s inequality is commonly used in the field of active learning and
contextual bandits, e.g., (Freedman, 1975; Agarwal et al., 2014; Krishnamurthy
et al., 2019; Foster et al., 2020c). We thus state the result without proof.

Lemma 3.22 (Freedman’s inequality). Let (X¢)i< be a real-valued martingale difference
sequence adapted to a filtration Fy, and let E¢[-] .= E[- | §¢_1]. If [X¢| < B almost surely,
then for anyn € (0,1/B) it holds with probability at least 1 — 9,

T T

th < ﬂZEt[Xi] + log 6_1~

t=1 t=1 n

Lemma 3.23. Let (X)<T to be real-valued sequence of random variables adapted to a
filtration F¢. If [X¢| < B almost surely, then with probability at least 1 — 9,

NI W

;
> Xe <5 ) EiXJ+4Blog(2671),

t=1 t=1
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and
T T
D) EdXJd<2) X, +8Blog(257).
t=1 t=1
Proof. This is a direct consequence of Lemma 3.22. O

We now define/recall some notations. Denote n., := T,, — Tim_1. Fix any epoch
m € [M] and any time step t within epoch m. We have f* =n. For any f € F, we de-
note M (f) := Q¢((f(x¢) —y)>—(f*(x¢) —y¢)?), and ﬁm(f) = Zfi{l Qe (f(x) —ye).
Recall that we have Q; = g (x(). We define filtration § := o((x1,Y1),..., (x, ye)),2
and denote E.[-] := E[- | §t_1]. We next present concentration results with respect

to a general set of regression function J with finite pseudo dimension.

Lemma 3.24 (Krishnamurthy et al. (2019)). Consider an infinite set of regression
function F. Fix any 6 € (0,1). For any T,v" € [T] such that T < v, with probability at
least 1 — 2, we have

and
D EdM(f)] <2) M(f) +Cs,
t=7 t=7

where Cs = C - <Pdim(9’) log T+ log(%)) with a universal constant C > 0.

8y, is not observed (and thus not included in the filtration) when Q; = 0. Note that Q; is
measurable with respect to o((Ft—1,x+¢)).
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3.7.2.2 Supporting Lemmas for Theorem 3.21

Fix any classifier h:X — {+1,—1, L}. For any x € X, we use the notion

excessy(ﬁ;x) =Py (y # sign(ﬁ(x))) : ]l(ﬁ(x) #L1)+(1/2—7) - ]l(ﬁ(x) =1)
—Pyx(y # sign(h*(x)))
= 1(h(x) # 1) - (Pyix(y # sign(n(x))) — Py (y # sign(h*(x))))
+ Il(ﬁ(x) =1)-((1/2=v) — Py (y # sign(h*(x)))) (3.9)

to represent the excess error of h at point x € X. Excess error of classifier h can be
then written as excessv(ﬁ) = erry(ﬁ) —err(h*) =E,.p, [excessy(‘rAL; x)].

We let € denote the good event considered in Lemma 3.24, we analyze under
this event through out the rest of this section. Most lemmas presented in this section
are inspired by results provided Zhu and Nowak (2022b). Our main innovation
is an inductive analysis of lemmas that eventually relaxes the requirements for
approximation error for Theorem 3.21.

General lemmas. We introduce some general lemmas for Theorem 3.21.

Lemma 3.25. For any m € [M], we have g (x) =1 = w(x;Tn) >

N

Proof. We only need to show that uch(x; ) —Icb(x;Fn) < 7 = gm(x) = 0.
Suppose otherwise g, (x) = 1, which implies that both

1 , Y , Y
> € (ch(x,ﬂ’m) 4,ucb(x,i}'m) + 4> and
. Y . Y 1 1
[lcb(x,ﬁ"m) 4,ucb(x,5fm) + 4} ¢ [2 Y5 +v1. (3.10)

If 2 € (leb(x; Fm) — %, uch(x; Fin) + ¥) and uch(x; Fi) — leb(x; Fin) < %, we must
have lcb(x; F) > % — %y and ucb(x; F,) < %—f— %y, which contradicts with Eq. (3.10).
L]
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Lemma 3.26. Fix any m € [M]. Suppose f € Fy,, we have excessy(ﬁm;x) < 0if
gm(x) =0.

Proof. Recall that

~

excessy (1;x) = L(R(x) # L) - (Byp(y # sign(R(x))) — Py (y # sign(h*(x))))
+1(h(x) = L) - ((1/2—7) =By (y # sign(h* (x))).

We now analyze the event {g, (x) = 0} in two cases.

Case 1: }Alm(x) = 1.

Since f(x) € [lcb(x; Fm), uch(x; Fm)] and k < ¥ by assumption, we know that
n(x) = f*(x) € [ —v, 1 +v] and thus P (y # sign(h*(x))) > 1 — . As a result, we
have excessy(ﬁm;x) <0.

Case 2: hu(x) # L but 1 ¢ (Icb(x; Fn) — ¥, uch(x; Fm) + ).
Since f(x) € [lcb(x; T ), ucb(x; T )] and k < ¥ by assumption, we clearly have
sign(ﬁm(x)) = sign(h*(x)) when 3 ¢ (lcb(x; Fi) — %, uch(x; Frn) + ¥). We thus
have excessy(ﬁm;x) <0. O

Inductive lemmas. We prove a set of statements for Theorem 3.21 in an inductive
way. Fix any epoch m € [M], we consider

(~ - o~ - 3
Rn(F) = R (F7) < Ee | Qu(flx) = F(x0)"| + € < 5€4
feFn

Tm-1

Z E:[M((f)] < 4Bm, Vf € T (3.11)

Tm—1

D EIQu(x)(f(x) = f(x¢))") < 9P, VF € Fiy

\?m gffm—l



EXNDX[H(gm(X)zl)K:MT; eval(ff v/4, m) 144Bm 8, (3.12)

and

B, [L(gn(x) = 1) WiG T )] € 0™ (5, /4, \/Bru/Tn ) < PTG,
Tm—1Y Trm1Y

(3.13)

Lemma 3.27. Fix any m = [M]. When m = 1,2 or when Eq. (3.12) holds true for epochs
m=2,3,...,m—1, then Eq. (3.11) holds true for epoch m = m.

Proof. The statements in Eq. (3.11) clearly hold true for m = m = 1 since, by
definition, ) = Fand Y__, ... = 0. We thus only need to consider the case when
m > 2. We next prove each of the five statements in Eq. (3.11) for epoch m = m.

1. In the case when m = 2, from Lemma 3.24, we know that

Rielf) — Rec(£) < ) 2 B[ Qu(flx) — 1 (x))°] + e

t=1

El

<3+C5<_C5/

where the second line follows from the fact that Ty = 2 (without loss of

generality, we assume Cs > 6 here).

We now focus on the case when m > 3. We have

A
EI!\

ﬁﬁ(ﬂ - ﬁﬁ(f*) < Ey |:Qt (f_(xt) - f*(xt))z} +Cs

T
3 =
LN w

N /
NIw  Nlw
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m—1
<3+144e (Z Bm>) 4G

4329 M?
(3 + — C5) - K2 + Cs
3

—C
2 1

where the first line follows from Lemma 3.24; the second line follows from
the fact that ||f — f*||,, < k; the third line follows from Eq. (3.12); the forth
line follows from n,;, = T _1; the fifth line follows from the definition of .;
and the last line follows from the choice of k in Eq. (3.8)

2. Since E([M(f)] = E[Q¢(f(x¢) — f*(x¢))?], by Lemma 3.24, we have /lin—l(f*) <
ﬁm(f ) + Cs/2 for any f € F. Combining this with statement 1 leads to

R () < Rm(f) +2Cs

m(f) + Bm

7~ A

<
<
for any f € J, where the second line follows from the definition of f+. We
thus have f € ¥ based on the elimination rule.

3. Fixany f € . We have

Tm—1 Tm—1

> EdMU(f)I <2 ) M(f) +Cs

t=1 t=1
— 2R (f) — 2R (f*) + Cs
< 2R (f) — 2R () + 4C;
< 2R (f) — 2R (Fir) + 4Cs
< 2B + 4Cs
< 4B,

where the first line follows from Lemma 3.24; the third line follows from
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statement 1; the fourth line follows from the fact that 1?11—1 is the minimizer of
ﬁﬁ(-) ; and the fifth line follows from the fact that f € F.

. Fixany f € Jw. We have

Tm—1

Z Ee[Q(xe) (f(x¢) — f(xt))z]
t=1

Tm—1

= ) EudQelx) ((flxe) = F*(xe)) + (F*(xe) — F(x4)))’]
t=1

Tm—1

<2 ) EelQulxe)(f(xe) — f*(x))2] 4 2Cs
t=1

Tm—1

=2 EJM(f)]+2Cs
t=1

where the second line follows from (a + b)? < 2(a? + b?) and (the proof of)

statement 1 on the second line; and the fourth line follows from statement 3.

. Fixany f € J%. We have

—~ -~ C
m—1(fm—1) < Rm_1(f) — Rm_1(f*) + 76
N . Tm—1 C(s
=Ra(f) —Rm(f)— 3 M)+
t=Tm_o+1
N . ~ 3 Tm—1
<Ru(f) —Rm(f)+2C— D EdM(f/2+Cq
t=tm_2+1
~ o~ 5
< Rm(f) = Rm(fm) + EC(S

ﬁ+3C5

= ™ )

3

NN

-1
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where the first line follows from Lemma 3.24; the third line follows from
statement 1 and Lemma 3.24; the fourth line follows from the fact that ?ﬁ is
the minimizer with respect to R and Lemma 3.24; the last line follows from
the construction of 3.

[]

We introduce more notations. Denote (X, X, Dy ) as the (marginal) probability
space, and denote X,, := {x € X : g,n(x) = 1} € I be the region where query is
requested within epoch m. Under the prerequisites of Lemma 3.28 and Lemma 3.29
(i-e., Eq. (3.11) holds true for epochs m = 1,2,...,m), we have J,,, C J,,,_; for
m=1,2,...,m, which leads to X,, € X,,_1 form =1,2,..., . We now define a
sub probability measure i, := (Dx)x, such that i, (w) = Dyx(w N X, ) for any
w € X. Fix any epoch m < m and consider any measurable function F (that is Dy
integrable), we have

Een,[1(gm(x) =1)-F0)l = | F(x) dDx(x)

[ R din)
JxeX

= By [F(x)], (3.14)

where, by a slightly abuse of notations, we use E,,[-] to denote the integration
with any sub probability measure p. In particular, Eq. (3.14) holds with equality
when m = m.

Lemma 3.28. Fix any epoch m > 2. Suppose Eq. (3.11) holds true for epochs m =
1,2,...,m, we then have Eq. (3.12) holds true for epoch m = m.

Proof. We prove Eq. (3.12) for epoch m = m. We know that 1(gm(x) = 1) =
L(gm(x) = 1) - L(w(x; Fm) > v/2) from Lemma 3.25. Thus, for any th < m, we
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have

Evop[1(gm(x) = 1)] = Exoo, [L(gm(x) = 1) - L(w(x; F) > v/2)]
(

< B [TW(X; F) > v/2)]
<Een, <]1(sup |f(x) — f(x)| > y/4)>, (3.15)
feTm

where the second line uses Eq. (3.14) and the last line follows from the facts that
f € T (by Eq. (3.11)) and w(x; Fm) > v/2 = 3 € T, If(x) — f(x)| > v/4.

For any time step t, let m(t) denote the epoch where t belongs to. From Eq. (3.11),
we know that, Vf € F,

9B > Y E[Qu(flx) ~ f(x1))’]

t=1
m—1
= Z M Exopr, [(f(x) — f(x))z]
m=1
= T 1By | (00 = F00))°], (3.16)

where we use Q¢ = gm(t)(Xt) = L(gm(t)(x) = 1) and Eq. (3.14) on the second line,
and define a new sub probability measure

<l
3
||

on the third line.
Plugging Eq. (3.16) into Eq. (3.15) leads to the bound

EXNQx 9

< ]ExNvf |:

0] > /4 B [ (106~ )] < 2P,
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where we use the definition of Vi again (note that Eq. (3.15) works with any
™ < M). Based on the Definition 3.20,” we then have

Ey- o, [1(gm(x) =1)]

1448 ..
<m0 (F,v/4, 9B/ 2Tm 1 )

Tm-1Y
144Bm .
< 1 07 (%,7/4, v/ B/ )
m-17Y
144 =
< Bmz 8.
Tm-1Y

]

Lemma 3.29. Fix any epoch m. > 2. Suppose Eq. (3.11) holds true for epochs m =
1,2,...,m, we then have Eq. (3.13) holds true for epoch m = m.

Proof. We prove Eq. (3.13) for epoch m = m. Similar to the proof of Lemma 3.28,

we have
Ex-p, [1(gm(x) =1) - w(x; Fm)]
=Exp, [1(gm(x) =1) - 1(w(x; Tm) > v/2) - W(x; Frm)]
< XNum ( ( :TYTL) >Y/2) W(X/:Tﬁ)]

for any th < M. With Vi :== = 5 7" n - fin, we then have

Tm—1

Ey- . [1(gm(x) =1) - w(x; Tm)]
CEvs [1(wix Tm) >v/2) - wix; Tm)]

1 (sup |f(x) — f(x)| > y/4> - ( sup |f(x) — f’(x)l)]
feFm £ EFm

1 (sup |f(x) — f(x)| > y/4> : (sup If(x) — f(x)l)]
feEFm feTm

Note that analyzing with a sub probability measure ¥ does not cause any problem. See Zhu
and Nowak (2022b) for detailed discussion.

< EXNVWL

< ZEXNVﬁ
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1
<2J By [1] sup [f(x) = f(x)| > w || dw
v/4 feFm
1
1 9Bm 1
<2 —dw-|— - 0(F,v/4,\/Bwm/2Tm_
L/4w2 w (Tm1 f< Y/4,V9Bwm/2T 1>>
72Bm va
< ZPm g1 (5,y/4, B/ )
Tm-17Y
_ T g
Tm-1Y

where we follow similar steps as in the proof of Lemma 3.28 and use some basic
arithmetic facts. O

Lemma 3.30. Eq. (3.11), Eq. (3.12) and Eq. (3.13) hold true for all m € [M].

Proof. We first notice that, by Lemma 3.27, Eq. (3.11) holds true for epochs m =1, 2
unconditionally. We also know that, by Lemma 3.28 and Lemma 3.29, once Eq. (3.11)
holds true for epochs m =1, 2,...,m, Eq. (3.12) and Eq. (3.13) hold true for epochs
m = m as well; at the same time, by Lemma 3.27, once Eq. (3.12) holds true for
epochs m = 2,3,...,m, Eq. (3.11) will hold true for epoch m = m + 1.

We thus can start the induction procedure from m = 2, and make sure that
Eq. (3.11), Eq. (3.12) and Eq. (3.13) hold true for all m € [M]. O

3.7.3 Proof of Theorem 3.21

Theorem 3.21. Suppose 0% (y/4) < 0 and the approximation level k € (0,7 /4] satisfies

4320 - M2 1

With probability at least 1 — 8, Algorithm 7 returns a classifier h:X — {+1,—1, L} with
Chow'’s excess error

é-Pdim(H’)))

excessy(ﬁ) =0 (s : log( evo
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after querying at most

(M2 - Pdim(F) - log(T/5) - 5)
O 2

labels.

Proof. We analyze under the good event € defined in Lemma 3.24, which holds with
probability at least 1 — 2. Note that all supporting lemmas stated in Section 3.7.2.2
hold true under this event.

Fixany m € [M]. We analyze the Chow’s excess error of }Alm, which is measurable
with respect to §., ,. For any x € X, if gn(x) = 0, Lemma 3.26 implies that
excessy(ﬁm;x) < 0. If g (x) = 1, we know that ﬁm(x) # 1 and % € (leb(x; Fm) —
¥ ucb(x; I )+ 7). Since f € F1n by Lemma 3.30 (with Eq. (3.11)) and supxexlf(x) —

f*(x)| < k < y/4 by construction. The error incurred in this case is upper bounded

by

[f*(x) —1/2]

excess(ﬁm;x) 2
2k 4 2/f(x) — 1/2]
2

NN

K~+2w(x; Fm) + %

N

N

4w(x; Tm),

where we use Lemma 3.25 in the last line.

Combining these two cases together, we have

~

excess(hy) <4E. o, [1(gm(x) = 1) - w(x; I )l.

Take m = M and apply Lemma 3.30 (and Eq. (3.13)) leads to the following guar-

antee.

~ 576
excess(hap) < S76bm : 9?1 (?/Y/‘l, vV BM/TMA)

T™M-1Y
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<0 (Pdlm( )log(T/5) é)
Ty
0 - Pdim(F
_O(e-log< o ))
where we use the fact that T = Mii—rs({f)

We now analyze the label complexity (note that the sampling process of Algo-

rithm 7 stops at time t = Tm—1). Note that E[1(Qy = 1) | Ft—1] = Ex-»., [1(gm(x) =

1)] for any epoch m > 2 and time step t within epoch m. Combine Lemma 3.30
with Eq. (3.12) (and Lemma 3.30) leads to

™Mot 3 ™1
2 1Qu= S5 Z E[1(Q:¢=1) | Fr-1] +4log(2/3)
t=1
M— 1
25 Tm-1Y
2 PA; ‘ 3
< 3+4log(2/8) + 0 (M Pdlm(ﬁ;)z log(T/5) e)

M? . Pdim(F) - log(T/5) - 6
B O( Y? )

with probability at least 1 — 6 (due to another application of Lemma 3.23 with

confidence level 5/2); where we use the fact that T = mii—r;l(?) O

3.8 Other Proofs and Supporting Results

3.8.1 Proofs and Supporting Results for Section 3.2.2

Proposition 3.6. Suppose Dyy € P(w, 3). One can construct a set of neural network
classifier Hynn such that the following two properties hold simultaneously:

inf err(h) —err(h*) =0(e) and VCdim(Hgyn,) = 6(57 fx(liﬁ)).

heg{dnn
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Proof. We take k = ¢% in Theorem 3.4 to construct a set of neural network clas-
sifiers Hgn, with W = O (e 18] log 1) total parameters arranged in L = O(log 1)
layers. According to Theorem 3.5, we know

~ d

VCim(Hgny) = O(e 50781 - log?(e 1)) = Oe =i'm1).

We now show that there exists a classifier h € Hy,,, with small excess error. Let
h = h; be the classifier such that ||f — 1|/, < k. We can see that

excess(h) = E[1(h(x) #y) — 1(h*(x) #y)]
=E[2n(x) — 1| - L(h(x) # h*(x))]
<2k Pyp, (x € X:m(x) —1/2] < )
=O(k'F)
= 0(e),

where the third line follows from the fact that h and h* disagrees only within region
{x € X : m(x) —1/2] < «} and the incurred error is at most 2k on each disagreed
data point. The fourth line follows from the Tsybakov noise condition and the last
line follows from the selection of k. O

Before proving Theorem 3.7, we first recall the excess error guarantee for empir-

ical risk minimization under Tsybakov noise condition.

Theorem 3.31 (Boucheron et al. (2005)). Suppose Dy satisfies Tsybakov noise con-
dition with parameter 3 > 0. Consider a datatset D,, = {(xi,yi)}i*y of n points i.i.d.
sampled from Doy. Let h € K be the empirical risk minimizer on D,,. For any constant
p > 0, we have

err(h) — E’élgr} err(h)

2 i . ;%B —1
< p- (minerr(h) —err(h*)) + O ((1 J;p) ) (VCdlm(fH) 108“) b n log b )’

heXH n n
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with probability at least 1 — 8.

Theorem 3.7. Suppose Dy € P(e, 3). Fix any €,8 > 0. Let Hgyn, be the set of neural
network classifiers constructed in Proposition 3.6. Withn = Ole i) ) i.i.d. sampled
points, with probability at least 1 — 6, the empirical risk minimizer = Hynn achieves

excess error O ().

Proof. Proposition 3.6 certifies minpes,,, err(h) — err(h*) = Ofe) and
VCdim(Hgnn) = O (5_ g log2(£*1)>. Take p = 1 in Theorem 3.31, leads to

1+
=~ d 2+B —1
err(h) —err(h*) < O (5 + (goc(1+ﬁ) log*(e7) - bﬁ) + logd >’

n n

d+2<x+(x[3 ~ d+20+afp

Takingn = O(e” =08 -log(e ') + e ! -log(6')) = O(e™ «1+F) ) thus ensures
that err(ﬁ) —err(h*) = O(e). ]

3.8.2 Proofs and Supporting Results for Section 3.2.3

We prove Theorem 3.9 in Section 3.8.2.1 and discuss the disagreement coefficient in
Section 3.8.2.2.

3.8.2.1 Proof of Theorem 3.9

Theorem 3.9. Suppose Dyy € P(«, B) Fix any ¢, > 0. With probability at least
129, Algorzthm 4 returns a classifier N € Hann with excess error Ofe ) after querying
O(G}gdm(swﬁ) 3 H‘xﬁ) labels.

Proof. Construct Hgyn, based on Proposition 3.6 such that miny ¢ g, err(h)—err(h*) =
O(¢) and VCdim(Hy,,) = 6(8_ ) ). Taking such H4n, into Theorem 3.14 leads
to the desired result. O
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3.8.2.2 Discussion on Disagreement Coefficient in Theorem 3.9

We discuss cases when the (classifier-based) disagreement coefficient with respect
to a set of neural networks is well-bounded. As mentioned before, even for simple
classifiers such as linear functions, the disagreement coefficient has been analyzed
under additional assumptions (Friedman, 2009; Hanneke, 2014). In this section, we
analyze the disagreement coefficient for a set of neural networks under additional
assumptions on Dyy and Hga, (assumptions on Hgy,, can be implemented via
proper preprocessing steps). We leave a more comprehensive investigation of the
disagreement coefficient for future work.

The first case is when Dy is supported on countably many data points. The

following result show strict improvement over passive learning.

Definition 3.32 (Disagreement core). For any hypothesis class 3 and classifier h, the
disagreement core of h with respect to I under Dy is defined as

O0qch = lin& DIS(Bs(h,1)). (3.17)

Proposition 3.33 (Lemma 7.12 and Theorem 7.14 in Hanneke (2014)). For any
hypothesis class I and classifier h, we have 0y (e) = o(1/¢) if and only if D (95ch) = 0.
In particular, this implies that ©4(e) = o(1/¢) whenever D+ is supported on countably
many data points.

We now discuss conditions under which we can upper bound the disagreement
coefficient by O(1), which ensures results in Theorem 3.9 matching the minimax
lower bound for active learning, up to logarithmic factors. We introduce the follow-
ing decomposable condition.

Definition 3.34. A marginal distribution D+ is e-decomposable if its (known) support
supp(Dx) can be decomposed into connected subsets, i.e., supp(Dx) = Uieg Xy, such that

Dy (UiegrXi) = Ofe),

whered :={1€J:Dx(X;) < ¢}
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Remark 3.35. Note that Definition 3.34 permits a decomposition such that |J| = Q()
where J = I\ I'. Definition 3.34 requires no knowledge of the index set J or any X;; it also
places no restrictions on the conditional probability on each X;.

We first give results for a general hypothesis class J{ as follows, and then discuss
how to bound the disagreement coefficient for a set of neural networks.

Proposition 3.36. Suppose D is decomposable (into UicgX;) and the hypothesis class
JH consists of classifiers whose predication on each X; is the same, i.e., [{h(x) : x € Xi}| =1
forany h € H and i € J. We then have 04¢(e) = O(1) for € sufficiently small.

Proof. Fix any h € 3. we know that for any h/ € By(h,e), we must have
DIS({h, h'}) C Uiy X; since Dy{x € X : h(x) Zh (x)} < g and {h(x) : x € X3} =1
for any h € 7 and any X;. This further implies that P(DIS(B4(h, ¢)) = O(e), and
thus 04¢(¢) = O(1). O

We next discuss conditions under which we can satisfy the prerequisites of
Proposition 3.36. Suppose Dyxy € P, ). We assume that Dy is

(8% )-decomposable, and, for the desired accuracy level ¢, we have
mx)—1/2 > 2£ﬁ, Vx € supp(Dx). (3.18)

With the above conditions satisfied, we can filter out neural networks that are
clearly not “close” to 1. Specifically, with k = e™F and Fdnn be the set of neural

networks constructed from Proposition 3.6, we consider
Fann 1= {f € Famn : [f(x) — 1/2] > €75, Vx € supp(Dx)}, (3.19)

which is guaranteed to contain f € Fy,, such that ||f — 1| < e . Now focus on
the subset

Hgnn :={N¢ : f € Famnl- (3.20)
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We clearly have h; € iﬁ[dnn (which ensures an O(¢)-optimal classifier) and
VCdim(JA{dnn) < VCdim(Hy,,) (since f(dnn C Hgnn). We upper bound the dis-

- B
agreement coefficient 0 (&) next.
Hdnn

Proposition 3.37. Suppose Dxy € P(«x, 3) such that D is (e%)—decomposable and
Eq. (3.18) is satisfied (with the desired accuracy level ¢ ). We then have 85; (E%) = 0(1).

Proof. The proof is similar to the proof of Proposition 3.36. Fix any h = h¢ € Hann-
We ftirst argue that, for any i € J, under Eq. (3.18), [{h¢(x) : x € Xi}| =1, i.e., for
x € Xi, h¢(x) equals either 1 or 0, but not both: This can be seen from the fact that
any f € f;"dnn is continuous and satisfies |f(x) —1/2| > eTF for any x € X;.

Fix any h € jvfdnn. We know that for any h’ € j{ﬁdnn(h’ E%), we must have
DIS({h, h’}) C UieyX; due to similar reasons argued in the proof of Proposition 3.36.
This further implies that IF’(DIS(B;Cdnn (h, 8%)) = 0(5%), and thus Gﬁdm(s%) =
O(1). Il

We next argue that Eq. (3.18) is only needed in an approximate sense. We define
the approximate decomposable condition in the following.

Definition 3.38. A marginal distribution D is (€, d)-decomposable if there exists a known
subset X C supp(Dx) such that

Do (X) =105, (3.21)
and it can be decomposed into connected subsets, i.e., X = Uiey Xy, such that
D (UiegrXi) = O(e),

whered :={1€J:Dy(X;) < ¢}

Suppose Dy € P(«x, 3). We assume that Dy is (8%, TR )-decomposable (wrt
XCD x ), and, for the desired accuracy level ¢, we have

1

m(x) —1/2] >2e™8, Vx €

2

(3.22)
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With the above conditions satisfied, we can filter out neural networks that are
clearly not “close” to 1. Specifically, with k = e and Fdnn be the set of neural
networks constructed from Proposition 3.6, we consider

Funn 1= {F € Fan 1 [f(x) — 1/2] = 75, ¥x € X}, (3.23)

which is guaranteed to contain f € Fy,, such that ||f — 1|, < ™% . Now focus on
the subset

Hann :={hs : £ € Fgnnl)- (3.24)

We clearly have h; € gy, (which ensures an O(e)-optimal classifier) and
VCdim(Hynn) < VCAim(Hgnn) (since Hann < Hann). We upper bound the dis-

- B
agreement coefficient 05; (e¢T+F ) next.
dnn

Proposition 3.39. Suppose Dyy € P(, 3) such that Dy is (sﬁ, ¢)-decomposable (wrt
known X C supp(Dx)) and Eq. (3.22) is satisfied (with the desired accuracy level €). We
then have ngm(sﬁ) = 0(1).

Proof. The proof is the same as the proof of Proposition 3.39 except for any h' €
Hae,, (h, eTh ), we must have DIS({h, h'}) C (Uieg/%i)u(supp(ﬂx)\D_C). Based on the
assumption that Dy is (sﬁ, ¢)-decomposable, this also leads to
0, (e77) = O(1). [

3.8.3 Proof of Theorem 3.10

We provide prerequisites in Section 3.8.3.1 and Section 3.8.3.2 and the preprocessing
procedures in Section 3.8.3.3. We give the proof of Theorem 3.10 in Section 3.8.3.4.
3.8.3.1 Upper Bound on Pseudo Dimension

We present a result regarding the approximation and an upper bound on the pseudo

dimension (i.e., Definition 3.18).
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Proposition 3.40. Suppose Dy € P(e, 3). One can construct a set of neural network
regression functions Fyn, such that the following two properties hold simultaneously:

3 € Fgmn b ||f— oo <k, and  Pdim(Fgnn) < ¢ - k= log?(k ),

where ¢ > 0 is a universal constant.

Proof. The result follows by combining Theorem 3.4 and Theorem 3.19. O

3.8.3.2 Upper Bounds on Value Function Disagreement Coefficient

We derive upper bounds on the value function disagreement coefficient (i.e., Defini-
tion 3.20). We first introduce the (value function) eluder dimension, a complexity
measure that is closely related to the value function disagreement coefficient Russo
and Van Roy (2013); Foster et al. (2020c).

Definition 3.41 (Value function eluder dimension). For any f* € F and vy > 0, let
&6+ (F,v) be the length of the longest sequence of data points x!,. .., x™ such that for all i,
there exists f* € F such that

) =0 >y, and Y (F(R0) - P (0)P <y
j<i
The value function eluder dimension is defined as e (F,vo) = sup Y7o ¢ (F,y).

The next result shows that the value function disagreement coefficient can be

upper bounded by eluder dimension.

Proposition 3.42 (Foster et al. (2020c)). Suppose F is a uniform Glivenko-Cantelli class.
For any f* : X — [0,1] and v, ¢ > 0, we have 0V(F, vy, ¢) < dep(F,v).

We remark here that the requirement that J is a uniform Glivenko-Cantelli class
is rather weak: It is satisfied as long as J has finite pseudo dimension (Anthony,
2002).
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In the following, we only need to derive upper bounds on the value function
eluder dimension, which upper bounds on the value function disagreement co-
efficient.!” We first define two definitions: (i) the standard definition of covering
number (e.g., see Wainwright (2019)), and (ii) a newly-proposed definition of
approximate Lipschitzness.

Definition 3.43. An -covering of a set X with respect toa metric pisaset{xy,...,xn} C X
such that for each x € X, there exists some i € [N] such that p(x,x;) < v. The \-covering
number N(v; X, p) is the cardinality of the smallest -cover.

Definition 3.44. We call a function f : X — R (L, k)-approximate Lipschitz if
[f(x) —F(X) <L+ |lx — x|+«

for any x,x" € X.

We next provide upper bounds on value function eluder dimension and value
function disagreement coefficient.

Theorem 3.45. Suppose J is a set of (L, k/4)-approximate Lipschitz functions. For any

!/

K' > K, we have sup; 4 e¢(F, k') <17 - N5 X, ||||2).

Proof. Fix any f € J and k > k’. We first give upper bounds on & (J, k).

We construct § := J — f, which is a set of (2L, k/2)-Lipschitz functions. Fix any
eluder sequence x!, ..., x™ at scale Kk and any X € X. We claim that [{x;}j<m N8| < 17
where 8 :={x € X : [|[x — X||2 < g }. Suppose {X;}j<m N8 =X;,,...,X;, (i is ordered
based on the ordering of {x;}j<m ). Since xJ* is added into the eluder sequence, there

must exists a g’ € § such that

g () >k, and > (g*(¥))* <. (3.25)

J<Jx

YWe focus on Euclidean geometry on X (i.e., using ||-[|» norm) in deriving the upper bound.
Slightly tighter bounds might be possible with other norms.
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Since g'* is (2L, k/2)-Lipschitz, K > k' > k and x’* € §, we must have g/*(x) > £

for any x € 8. As a result, we must have [{x;};~;, N 8! < 16 as otherwise the second

7% []l2)
(¢
balls of radius g;. Since the eluder sequence contains at most 17 data points within
each ball, we know that ¢¢(F,K) <17 - N(g; X, || [|2).

The desired result follows by noticing that 17 - N(gt;

in K. OJ

constraint in Eq (3.25) will be violated. We cover the space X with N{(

; X, ||-||2) is non-increasing

Corollary 3.46. Suppose X C B3 := {x € RY : ||x||» < r}and F is a set of (L, «/4)-
approximate Lipschitz functions. For any k' > K, there exists a universal constant ¢ > 0,
such that 0% (k') := SUP ;g 0 0V (F, K/, 1) < c- ()4,

Kl

Proof. Tt is well-known that N(;; BY, ||-]l,) < (1 +2r/0)® (Wainwright, 2019). The

desired result thus follows from Combmmg Theorem 3.45 with Proposition 3.42. [

3.8.3.3 The Preprocessing Step: Clipping and Filtering

Letn : X — [0, 1] denote the true conditional probability and F4,, denote a set of
neural network regression functions (e.g., constructed based on Theorem 3.4). We
assume that (i) n is L-Lipschitz, and (ii) there exists a f € F such that ||f —1|/o, <

for some approximation factor k > 0. We present the preprocessing step below in
Algorithm 8.

Algorithm 8 The Preprocessing Step: Clipping and Filtering

Input: A set of regression functions J, Lipschitz parameter L > 0, approximation
factor k > 0.
1: Clipping. Set J :={f : f € J}, where, for any f € J, we denote

1 if f(x) >1;
f(x):=<0, if f(x) <0;
f(x), o.w.

2: Filtering. Set F={feF:fis (L, 2k)-approximate Lipschitz}
3: Return J.
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Proposition 3.47. Suppose ) is L-Lipschitz and Fqn, is a set of neural networks (of the
same architecture) with W parameters arranged in L layers such that there exists a f € Fynn
with || — 1| < K. Let Fann be the set of functions obtained by applying Algorzthm 8on
Fann, we then have (i) Pdim( "fdnn) = O(WLlog(W)), and (ii) there exists a f ¢ ffdnn
such that ||[f —1||e < x

7

Proof. Suppose f is a neural network function, we first notice that the “clipping
step can be implemented by adding one additional layer with O(1) additional
parameters for each neural network function. More specifically, fix any f: X — R,
we can set f(x) := ReLU(f(x)) — ReLU(f(x) — 1). Set Fynn := {f : T € Fyon}, we then
have Pdim(F,,,) = O(WL log(W)) based on Theorem 3.19. Let F4nn be the filtered
version of Fy,,. Since ?dnn C Fyon, we have Pdim(grdnn) = O(WLlog(W)).

Sincen : X — [0,1], we have ||f —1||ls < ||f —1||co, which implies that there
must exists a f € Fy,, such HF — Ml < k. To prove the second statement, it suffices
to show that the f € J that achieves k approximation error is not removed in the
“filtering” step, i.e., f is (L, 2x)-approximate Lipschitz. For any x,x’ € X, we have

v

[f(x) = () = 1f(x) =m(x) +n(x) =n(x') +n(x") = F(x)|
< Lllx —x/||2 + 2k,

where we use the L-Lipschitzness of 1] and the fact that ||f — 1| < «. O

Proposition 3.48. Suppose n is L-Lipschitz and X C B3. Fix any « € (0,y/32]. There
exists a set of neural network regression functions Fy,, such that the followings hold

simultaneously.
1. Pdim(Fgnn) < c-K « log (k1) with a universal constant ¢ > 0.
2. There exists a f € Fyn, such that ||f —n|e < K

3. 0% (y/4):= SUP ey, o0 0% (Fgnn, v/4,1) < - (%)d with a universal constant
¢’ > 0.

Proof. Let Fy,n be obtained by (i) invoking Theorem 3.4 with approximation level
k, and (ii) invoking Algorithm 8 on the set of functions obtained in step (i). The
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first two statements follow from Proposition 3.47, and the third statement follows
from Corollary 3.46 (note that to achieve guarantees for disagreement coefficient at
level v/4, we need to have k < v/32 when invoking Theorem 3.4). Il

3.8.3.4 Proof of Theorem 3.10

Theorem 3.10. Fix any ¢,8,y > 0. With probability at least 1 — 6, Algorithm 5 (with an
appropriate initialization at line 1) returns a classifier h with Chow'’s excess error O(¢)

after querying poly(,) - polylog(;5) labels.

Proof. Let line 1 of Algorithm 5 be the set of neural networks Jy,, generated from
Proposition 3.48 with approximation level k € (0,v/32] (and constants ¢, ¢’ specified
therein). To apply results derived in Theorem 3.21, we need to satisfying Eq. (3.8),
i.e., specifying an approximation level k € (0,v/32] such that the following holds

true
7o (Lr)d (e (xS0 \ 1)
1 4320 ¢ (7) ' 10g2 ey
@ -
For the setting we considered, i.e., X = [0,1]¢ and n € W{*(X), we have

r=+vd=0(1)and L < vd = O(1) (e.g., see Theorem 4.1 in Heinonen (2005))."
We thus only need to select a k € (0,v/32] such that

4+1
1>6- R lo i—Ho 1
K~ Y gey &%)

with a universal constant ¢ > 0 (that is possibly d-dependent and x-dependent).
Since x > 2aloga = x > alogx for any a > 0, we can select a k > 0 such that

1 1\ 1
—:é~(—) -log —
K Y ey

Recall that we ignore constants that can be potentially a-dependent and d-dependent.
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with a universal constant ¢ > 0. With such choice of k, from Proposition 3.48, we

d2+d
1)\ = 1
Pdim(F4,n) = O — -polylog [ — .
Fam) ((V) POy g(w))

Plugging this bound on Pdim(Jy,,) and the upper bound on GY;dlnn (v/4) from Propo-

have

~

sition 3.48 into the guarantee of Theorem 3.21 leads to excess, (h) = O(e - log( L)

ey o
1 d+2+ 1
of(1)"™ ro( )

labels. ]

after querying

d2+d
2

3.8.4 Proofs and Supporting Results for Section 3.3

We discuss the proper abstention property of classifier learned in Algorithm 5 the
computational efficiency of Algorithm 5 in Section 3.8.4.1 and Section 3.8.4.2. We
provide the proof of Theorem 3.11 in Section 3.8.4.3.

3.8.4.1 Proper Abstention

We first recall the definition of proper abstention proposed in Zhu and Nowak (2022b).

Definition 3.49 (Proper abstention). A classifier h:X — Yul) enjoys proper
abstention if and only if it abstains in regions where abstention is indeed the optimal choice,
ie, {x €X: h(x) = Lic{xeXmmx)e[3-v.i+v]}=X,.

We next show that the classifier h returned by Algorithm 7 enjoys the proper
abstention property. We also convert the abstaining classifier h:X — Yu{l)
into a standard classifier h : X — Y and quantify its standard excess error. The
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conversion is through randomizing the prediction of h over its abstention region,
ie., if }AL(X) — 1, then its randomized version h(x) predicts +1/ — 1 with equal
probability (Puchkin and Zhivotovskiy, 2021).

Proposition 3.50. The classifier h returned by Algorithm 7 enjoys proper abstention. With
randomization over the abstention region, we have the following upper bound on its standard
excess error

err(h) — err(h*) = erry(ﬁ) —err(h*) +v - Pxoo, (x € X, ). (3.26)

Proof. The proper abstention property of h returned by Algorithm 7 is achieved
via conservation: h will avoid abstention unless it is absolutely sure that abstention
is the optimal choice (also see the proof of Lemma 3.26.

Let h : X — Y be the randomized version of h : X — {+1,—1, L} (over the
abstention region {x € X : ‘rAL(x) = 1} C X). We can see that, compared to the
Chow'’s abstention error 1/2 — v, the additional error incurred over the abstention
region is exactly y - Py_p, (x € X, ). We thus have

~

err(h) —err(h*) < erry(‘rAL) —err(h*) +v-Pxon, (x € X,).

[]

To characterize the standard excess error of classifier with proper abstention,
we only need to upper bound the term Py, (x € X, ), which does not depends on
the (random) classifier h. Instead, it only depends on the marginal distribution.

We next introduce the Massart (Massart and Nédélec, 2006), which can be

viewed as the extreme version of the Tsybakov noise by sending 3 — oo.
Definition 3.51 (Massart noise). The marginal distribution Dy satisfies the Massart

noise condition with parameter Ty > 0 if P(x € X : m(x) —1/2| < 1) =0.

Proposition 3.52. Suppose Massart noise holds. By setting the abstention parameter

Y = 1o in Algorithm 7 (and randomization over the abstention region), with probability at
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least 1 — 8, we obtain a classifier with standard excess error O(e) after querying poly(%o) :
polylog(-s) labels.
Proof. This is a direct consequence of Theorem 3.10 and Proposition 3.50. O

3.8.4.2 Computational Efficiency

We discuss the efficient implementation of Algorithm 7 and its computational
complexity in the section. The computational efficiency of Algorithm 7 mainly
follows from the analysis in Zhu and Nowak (2022b). We provide the discussion
here for completeness.

Regression orcale. We introduce the regression oracle over the set of initialized
neural networks Fy,, (line 1 at Algorithm 5). Given any set 8 of weighted examples
(w,x,y) € Ry x X x Y as input, the regression oracle outputs

?dnn = arg min Z w(f(x) —y)z.

f€Tam  (wxy)es

While the exact computational complexity of such oracle with a set of neural net-
works remains elusive, in practice, running stochastic gradient descent often leads
to great approximations. We quantify the computational complexity in terms of
the number of calls to the regression oracle. Any future analysis on such oracle can
be incorporated into our guarantees.

We first state some known results in computing the confidence intervals with

respect to a general set of regression functions J.

Proposition 3.53 (Krishnamurthy et al. (2017); Foster et al. (2018, 2020c)). Con-
sider the setting studied in Algorithm 7. Fix any epoch m € [M] and denote B, =
{(xt, Qe, yo)};=y". Fix any v > 0. For any data point x € X, there exists algorithms Alg,_,
and Alg . that certify

leb(x; Fm) — L < Alg, (%, B, Bm, ) < lcb(x; Fr)  and
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ucb(x; Fm) < Alg,, (% Bm, Bm, 1) < ucb(x; ) + .

The algorithms take O (% log 1) calls of the regression oracle for general F and take O(log 1)
calls of the regression oracle if F is convex and closed under pointwise convergence.

Proof. See Algorithm 2 in Krishnamurthy et al. (2017) for the general case; and
Algorithm 3 in Foster et al. (2018) for the case when ¥ is convex and closed under
pointwise convergence. O

We now state the computational guarantee of Algorithm 7, given the regression
oracle introduced above.

Theorem 3.54. Algorithm 7 can be efficiently implemented via the regression oracle and

enjoys the same theoretical guarantees stated in Theorem 3.10. The number of oracle

calls needed is poly () - ¢; the per-example inference time of the learned i s (N)(% :
polylog(ﬁ)) for general F, and 6(polylog($)) when J is convex.
Proof. Fix any epoch m € [M]. Denote i := g and t,, := MY With any

observed x € X, we construct the approximated confidence intervals Icb(x; F1n) and
J(?b(X; F.) as follows.

Icb(X; Fom) = Alg, (% B, Brm, 1) — L and
UCh(x; Frm) = Alg, e, (% Bon, Bon, T) + L

For efficient implementation of Algorithm 7, we replace Icb(x; I, ) and ucb(x; Fi,)
with E\b(x; Fn) and u/c\b(x; F ) in the construction of TAlm and g,.
Based on Proposition 3.53, we know that

lcb(x; Fm) — tm — 1 < EB(X; Fn) <lcb(x; Fn) — 4w and

ucb(x; Fm) + tim < u/c\b(x; Fm) Sucb(x;Fn) + 4 + T

Since t,, + 1 < % for any m € [M], the guarantee stated in Lemma 3.25 can be
modified as gm(x) =1 = W(x;Fn) > §. The guarantee stated in Lemma 3.26
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also holds true since we have IEB(X; Fm) <lcb(x; Fn) and u/c\b(x; F) = ucb(x; Fin)
by construction. Suppose F;,, C Fy,—1 (as in Lemma 3.27), we have

EB(X; -rfm) le(X; ?m) —ln— L2 |Cb(X; g'mfl) —lm1 2 EB(X; ?mfl) and

=
uch(x; Frn) < ucb(; F ) + i + T < uch(X; Frm 1) + tm_1 < UCh(X; T 1),

which ensures that 1(g,,(x) = 1) < 1(gm_1(x) = 1). Thus, the inductive lemmas
appearing in Section 3.7.2.2 can be proved similarly with changes only in constant
terms (also change the constant terms in the definition of 6 and in Eq. (3.8), since ¥
is replaced by ¥ in Lemma 3.25). As a result, the guarantees stated in Theorem 3.21
(and Theorem 3.10) hold true with changes only in constant terms.

We now discuss the computational complexity of the efficient implementa-
tion. At the beginning of each epoch m. We use one oracle call to compute

fi 1= argming ZI " Q¢ (f(x¢) —y¢)% The main Computational cost comes from

computing Icb and uch at each time step. We take L = 1:= &+ into Proposition 3.53,

By
which leads to O IOg D o og(=2- 0811 calls of the regression oracle for general F and

O(lo g(lOgT)) calls of the regression oracle for any convex J that is closed under

pointwise convergence. This also serves as the per-example inference time for .

The total computational cost of Algorithm 7 is derived by multiplying the per-round
6 Pdim

cost by T and plugging T = 224mF) — G(poly(2) - 1) into the bound . O
y plugging oy polyly) - ¢

3.8.4.3 Proof of Theorem 3.11

For ease of construction, we suppose the instance space is X = B{ := {x € R% :
||x|]2 < 1}. Part of our construction is inspired by Li et al. (2021).

Theorem 3.11. Fix any y € (0,1/8). For any accuracy level ¢ sufficiently small, there ex-
ists a problem instance such that (1) n € W%"’O (X) and is of the formm(x) := ReLU((w, x)+
a) + b; and (2) for any active learning algorithm, it takes at least v~ labels to iden-
tify an e-optimal classifier, for either standard excess error or Chow’s excess error (with
parameter y).
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Proof. Fix any vy € (0,1/8). We first claim that we can find a discrete subset XCX
with cardinality [X| > (1/8y)%/? such that ||xi|l = 1 and (x;,%2) < 1 — 4y for any
x; € X. To prove this, we first notice that ||x; — x|, > T < (x4, %) <1 —1%/2.
Since the 1-packing number on the unit sphere is at least (1/7)9, setting T = /8y
leads to the desired claim.

We set Dy := unif(X) and Fynn := {ReLU((w, -) — (1 —4y)) +(1/2—2y) : w € X}.
We have F g, € W™ (X) since ||w|; < for any w € X. We randomly select a w* € X
and set f*(-) =n(-) = ReLU((w*, ) — (1 —4vy)) + (1/2 — 2y). We assume that the
labeling feedback is the conditional expectation, i.e., (x) is provided if x is queried.
We see that f*(x) = 1/2 — 2y for any x € X but x # w*, and f*(w*) =1/2 +2y. We
can see that mistakenly select the wrong f + f* leads to T % = ﬁ excess error.
Note that the excess error holds true in both standard excess error and Chow’s
excess error (with parameter y) since Dy (x € X :n(x) € [1/2—+v,1/2+v]) =0by
construction.

We suppose the desired access error ¢ is sufficiently small (e.g., ¢ < ). We
now show that, with label complexity at most K := |[X|/2| = Q(y~%/2), any active
learning algorithm will, in expectation, pick a classifier that has ()(¢) excess error.
Since the worst case error of any randomized algorithm is lower bounded by the
expected error of the best deterministic algorithm against a input distribution
(Yao, 1977), we only need to analyze a deterministic learner. We set the input
distribution as the uniform distribution over instances with parameter w* € X. For
any deterministic algorithm, we use s := (xy,,...,x;,) to denote the data points
queried under the constraint that at most K labels can be queried. We denote fedF
as the learned classifier conditioned on s. Since w* ~ unif(X), we know that, with
probability at least 1 w* ¢ s. Conditioned on that event, we know that, with
probability at least 1, the learner will output f # £* since more than half of the data
points remains unqueried. The deterministic algorithm thus outputs the wrong
f # f* with probability at least 1 - 1 = 1 which has 5] excess error as previously

discussed. When ¢ < ﬁ, this leads to )(¢) excess error in expectation. O
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3.8.5 Proofs and Supporting Results for Section 3.4

We provide mathematical backgrounds for the Radon BV? space in Section 3.8.5.1,
derive approximation results and passive learning results in Section 3.8.5.2, and

derive active learning results in Section 3.8.5.3.

3.8.5.1 The Radon BV? Space

We provide explicit definition of the ||f
grounds in this section. Also see Ongie et al. (2020); Parhi and Nowak (2021,
2022b,a); Unser (2022) for more discussions.

We first introduce the Radon transform of a function f : R — R as

#Bv2(x) and associated mathematical back-

H{f}(y, 1) = L }f(x) ds(x), (y,t) e S¥1xR,
xyTx=t

where s denotes the surface measure on the hyperplane {x : Y "x = t}. The Radon
domain is parameterized by a direction y € S and an offset t € R. We also
introduce the ramp filter as

A= ()T,

where 0, denotes the partial derivative with respect to the offset variable, t, of the
Radon domain, and the fractional powers are defined in terms of Riesz potentials.
With the above preparations, we can define the % TV?-seminorm as

BTV (f) = cq||B2AY 2 || ni(sa1xr),s

where c¢q = 1/(2(2m)4!) is a dimension-dependent constant, and ||- ||y (sa-1xr)
denotes the total variation norm (in terms of measures) over the bounded domain
S4-1 x R. The #Z BV? norm of f over RY is defined as

d
]l p vz ey = 2 TVZ(£) + [£(0) + D _[f(ex) — £(0),

k=1
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where {e }¢_, denotes the canonical basis of RY. The % BV?*(R¢) space is then
defined as

ZBVA(RY) = {f € L (RY) : ZBV3(f) < o0},

where L' (R?) is the Banach space of functions mapping R¢ — R of at most linear
growth. To define the % BV” norm of f over a bounded domain X C R¢, we use

the standard approach of considering restrictions of functions in % BV*(R4), i.e.,

Itz = inf lgllze2me st gle=".
gE@ BV (RY)

In the rest of Section 3.8.5, we use P(3) to denote the set of distributions that
satisfy (1) Tsybakov noise condition with parameter 3 > 0; and (2) n € Z BVi(X).

3.8.5.2 Approximation and Passive Learning Results

Proposition 3.55. Suppose Dy € P(B). One can construct a set of neural network
classifier Hgnn such that the following two properties hold simultaneously:

min err(h) —err(h*) = O(e) and VCdim(Hgpn) = O(e T m)

heXHgnn

Proof. We take k = ¢T¢ in Theorem 3.12 to construct a set of neural network
classifiers Hynn, with W = O(e™ Geicey 1) total parameters arranged in L = O(1)

layers. According to Theorem 3.5, we know
VCAm(Hyny) = O(e T81@ - Jog(e ™)) = O(e mpiam),

We now show that there exists a classifier h € Hy,, with small excess error. Let
h = h; be the classifier such that ||f — 1|, < k. We can see that

excess(h) = E[ 1(h(x) #y) — 1(h*(x) #y)]
=E[12n(x) — 1| - L(h(x) # h*(x))]
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<2k -Pyop,(x € X:n(x) —1/2] < k)
— O(KlJr[S)
= 0O(e),

where the third line follows from the fact that h and h* disagrees only within region
{x € X :m(x) —1/2| < k} and the incurred error is at most 2k on each disagreed
data point. The fourth line follows from the Tsybakov noise condition and the last
line follows from the selection of k. O
Theorem 3.56. Suppose Dyy € P(P). Fix any €,8 > 0. Let Hgn, be the set of neural
network classifiers constructed in Proposition 3.55. With n = O(s*%m) iid.
sampled data points, with probability at least 1 — 6, the empirical risk minimizer h € Hamn
achieves excess error O(e).

Proof. Proposition 3.55 Certiﬁes minnesg,, err(h) — err(h*) = Of(e) and
VCdim (Hg,,) = O (s TR -log(e™ )). Take p = 1 in Theorem 3.31, leads to

n n
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~ 1 5 oo st
err(h) —err(h*) < O (g + ( T a log(e™) - ﬂ) 4 0gd )/

4d+6+p(d+3) ~ 4d+6+p(d+3)

Takingn = O(e” ™e@ -log(e ) +¢e1-log(§71)) = O(e” +pI@) ) thus ensures
that err(ﬁ) —err(h*) = O(e). O]

3.8.5.3 Active Learning Results

Theorem 3.13. Suppose 1 € % BVi(X) and the Tsybakov noise condition is satisfied
with parameter 3 > 0. Fix any ¢,8 > 0. There exists an algorithm such that, with
probability at least 1 — O, it learns a classifier h € Hann with excess error O(e ) after
querying O(G:Hdnn(alﬂﬂ) g~ TR1a ) Ibels.

Proof. Construct Hyn, based on Proposmon 3.55 such that miny ¢4, err(h)—err(h*) =
O(¢) and VCdim(Hy,,) = O(e (B (a5 7). Taking such Hgn,, as the initialization of
Algorithm 6 (line 1) and applying Theorem 3.14 leads to the desired result. [
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To derive deep active learning guarantee with abstention in the Radon BV?
space, we first present two supporting results below.

Proposition 3.57. Suppose Dyy € P(P). One can construct a set of neural network
regression functions Fqn, such that the following two properties hold simultaneously:

If € Fyn St |[f — F||o <k, and Pdim(Fy,,) < c- K ats logz(K’l),

where ¢ > 0 is a universal constant.
Proof. The result follows by combining Theorem 3.12 and Theorem 3.19. O

Proposition 3.58. Suppose n is L-Lipschitz and X C BS. Fix any k € (0,7y/32]. There
exists a set of neural network regression functions Fy,, such that the followings hold
simultaneously.

1. Pdim(JFg,,) < c- K ais logz(Kfl) with a universal constant ¢ > 0.
2. There exists a f € Fyp, such that |[f —1|e < .

3. 0% (v/4) =sup.y o OF (Fann, v/4,1) < (%)d with a universal constant
¢’ >0.

Proof. The implementation and proof are similar to those in Proposition 3.48, except
we use Proposition 3.57 instead of Proposition 3.40. O

We now state and prove deep active learning guarantees in the Radon BV? space.

Theorem 3.59. Supposen € % BV;(X). Fix any ¢,5,y > 0. There exists an algorithm
such that, with probability at least 1 — o, it learns a classifier h with Chow’s excess error
Ol(¢) after querying poly(s,) - polylog () labels.

Proof. The result is obtained by applying Algorithm 7 with line 1 be the set of
neural networks Jy,, generated from Proposition 3.58 with approximation level
k € (0,v/32] (and constants c, ¢’ specified therein). The rest of the proof proceeds
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in a similar way as the proof Theorem 3.10. Since we have r =1 and L < 1 (Parhi
and Nowak, 2022a), we only need to choose a k > 0 such that

1 1\:"! 1
—:é~(—) -log —
K Y ey

with a universal constant ¢ > 0. With such choice of k, we have

a2+2d

. - l d+3 L
Pdim(Fgnn) = O ((Y) polylog('m/)) .

Plugging this bound on Pdim(J4,,) and the upper bound on egﬁdlm (v/4) from Propo-

~

sition 3.58 into the guarantee of Theorem 3.21 leads to excess, (h) = O(e - log( si 5 ))

after querying
d2+2d

o\G) remes(s)

labels. O
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4  CONTEXTUAL BANDITS WITH LARGE ACTION SPACES. MADE

PRACTICAL

A central problem in sequential decision making is to develop algorithms that are
practical and computationally efficient, yet support the use of flexible, general-
purpose models. Focusing on the contextual bandit problem, recent progress
provides provably efficient algorithms with strong empirical performance when
the number of possible alternatives (“actions”) is small, but guarantees for de-
cision making in large, continuous action spaces have remained elusive, leading
to a significant gap between theory and practice. We present the first efficient,
general-purpose algorithm for contextual bandits with continuous, linearly struc-
tured action spaces. Our algorithm makes use of computational oracles for (i)
supervised learning, and (ii) optimization over the action space, and achieves
sample complexity, runtime, and memory independent of the size of the action
space. In addition, it is simple and practical. We perform a large-scale empirical
evaluation, and show that our approach typically enjoys superior performance and

efficiency compared to standard baselines.

41 Introduction

We consider the design of practical, theoretically motivated algorithms for sequen-
tial decision making with contextual information, better known as the contextual
bandit problem. Here, a learning agent repeatedly receives a context (e.g., a user’s
profile), selects an action (e.g., a news article to display), and receives a reward
(e.g., whether the article was clicked). Contextual bandits are a useful model for
decision making in unknown environments in which both exploration and gen-
eralization are required, but pose significant algorithm design challenges beyond
classical supervised learning. Recent years have seen development on two fronts:
On the theoretical side, extensive research into finite-action contextual bandits has

resulted in practical, provably efficient algorithms capable of supporting flexible,
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general-purpose models (Langford and Zhang, 2007; Agarwal et al., 2014; Foster
and Rakhlin, 2020; Simchi-Levi and Xu, 2021; Foster and Krishnamurthy, 2021).
Empirically, contextual bandits have been widely deployed in practice for online
personalization and recommendation tasks (Li et al., 2010; Agarwal et al., 2016;
Tewari and Murphy, 2017; Cai et al., 2021), leveraging the availability of high-quality
action slates (e.g., subsets of candidate articles selected by an editor).

The developments above critically rely on the existence of a small number of
possible decisions or alternatives. However, many applications demand the ability
to make contextual decisions in large, potentially continuous spaces, where actions
might correspond to images in a database or high-dimensional embeddings of rich
documents such as webpages. Contextual bandits in large (e.g., million-action)
settings remains a major challenge—both statistically and computationally—and

constitutes a substantial gap between theory and practice. In particular:

e Existing general-purpose algorithms (Langford and Zhang, 2007; Agarwal et al.,
2014; Foster and Rakhlin, 2020; Simchi-Levi and Xu, 2021; Foster and Krish-
namurthy, 2021) allow for the use of flexible models (e.g., neural networks,
forests, or kernels) to facilitate generalization across contexts, but have sample
complexity and computational requirements linear in the number of actions.
These approaches can degrade in performance under benign operations such
as duplicating actions.

e While certain recent approaches extend the general-purpose methods above
to accommodate large action spaces, they either require sample complexity
exponential in action dimension (Krishnamurthy et al., 2020), or require

additional distributional assumptions (Sen et al., 2021).

e Various results efficiently handle large or continuous action spaces (Dani
et al., 2008; Jun et al., 2017; Yang et al., 2021) with specific types of function
approximation, but do not accommodate general-purpose models.

As a result of these algorithmic limitations, empirical aspects of contextual decision

making in large action spaces have remained relatively unexplored compared to the



145

small-action regime (Bietti et al., 2021), with little in the way of readily deployable
out-of-the-box solutions.

Contributions. We provide the first efficient algorithms for contextual bandits
with continuous, linearly structured action spaces and general function approxi-
mation. Following Chernozhukov et al. (2019); Xu and Zeevi (2020); Foster et al.
(2020a), we adopt a modeling approach, and assume rewards for each context-

action pair (x, a) are structured as

*(x, a) = ($(x, a), g"(x)). (4.1)

Here ¢(x,a) € R is a known context-action embedding (or feature map) and
g* € G is a context embedding to be learned online, which belongs to an arbitrary,
user-specified function class §. Our algorithm, SpannerlGW, is computationally
efficient (in particular, the runtime and memory are independent of the number of
actions) whenever the user has access to (i) an online regression oracle for supervised
learning over the reward function class, and (ii) an action optimization oracle capable

of solving problems of the form

arg max(¢(x, a),0)
acA
for any 6 € R?. The former oracle follows prior approaches to finite-action con-
textual bandits (Foster and Rakhlin, 2020; Simchi-Levi and Xu, 2021; Foster and
Krishnamurthy, 2021), while the latter generalizes efficient approaches to (non-
contextual) linear bandits (McMahan and Blum, 2004; Dani et al., 2008; Bubeck
et al., 2012; Hazan and Karnin, 2016). We provide a regret bound for SpannerlGW
which scales as /poly(d) - T, and—like the computational complexity—is inde-
pendent of the number of actions. Beyond these results, we provide a particularly
practical variant of SpannerlGW (SpannerGreedy), which enjoys even faster runtime

at the cost of slightly worse (poly(d) - T*3-type) regret.
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Our techniques. On the technical side, we show how to efficiently combine the
inverse gap weighting technique (Abe and Long, 1999; Foster and Rakhlin, 2020)
previously used in the finite-action setting with optimal design-based approaches
for exploration with linearly structured actions. This offers a computational im-
provement upon the results of Xu and Zeevi (2020); Foster et al. (2020a), which
provide algorithms with /poly(d) - T-regret for the setting we consider, but require
enumeration over the action space. Conceptually, our results expand upon the class
of problems for which minimax approaches to exploration (Foster et al., 2021b) can

be made efficient.

Empirical performance. As with previous approaches based on regression ora-
cles, SpannerlGW is simple, practical, and well-suited to flexible, general-purpose
function approximation. In extensive experiments ranging from thousands to mil-
lions of actions, we find that our methods typically enjoy superior performance
compared to existing baselines. In addition, our experiments validate the statistical
model in Eq. (4.1) which we find to be well-suited to learning with large-scale

language models (Devlin et al., 2019).

4.1.1 Organization

This chapter is organized as follows. In Section 4.2, we formally introduce our
statistical model and the computational oracles upon which our algorithms are
built; we also discuss additional related work in Section 4.2.2. Subsequent sections

are dedicated to our main results.

e As a warm-up, Section 4.3 presents a simplified algorithm, SpannerGreedy,
which illustrates the principle of exploration over an approximate optimal
design. This algorithm is practical and oracle-efficient, but has suboptimal
poly(d) - T>3-type regret.

e Building on these ideas, Section 4.4 presents our main algorithm, Spanner|GW,
which combines the idea of approximate optimal design used by SpannerGreedy
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with the inverse gap weighting method (Abe and Long, 1999; Foster and
Rakhlin, 2020), resulting in an oracle-efficient algorithm with |/poly(d) - T-

regret.

Section 4.5 presents empirical results for both algorithms. We close with discussion
of future directions in Section 4.6. All proofs are deferred to Section 4.7.

4.2 Problem Setting

The contextual bandit problem proceeds over T rounds. At each round t € [T],
the learner receives a context x; € X (the context space), selects an action a; € A
(the action space), and then observes a reward r(a.), where ry : A — [—1,1] is the
underlying reward function. We assume that for each round t, conditioned on
X, the reward r is sampled from a (unknown) distribution P (- | x,). We allow
both the contexts x, ..., xr and the distributions PP, ,..., P, to be selected in an
arbitrary, potentially adaptive fashion based on the history.

Function approximation. Following a standard approach to developing efficient
contextual bandit methods, we take a modeling approach, and work with a user-
specified class of regression functions F C (X x A — [—1,1]) that aims to model the
underlying mean reward function. We make the following realizability assumption
(Agarwal et al., 2012; Foster et al., 2018; Foster and Rakhlin, 2020; Simchi-Levi and
Xu, 2021).

Assumption 4.1 (Realizability). There exists a regression function f* € F such that
Elre(a) [ x¢ =x] =f*(x,a) foralla € Aand t € [T].

Without further assumptions, there exist function classes J for which the regret
of any algorithm must grow proportionally to |A| (e.g., Agarwal et al. (2012)).
In order to facilitate generalization across actions and achieve sample complexity
and computational complexity independent of |A|, we assume that each function

f € Jis linear in a known (context-dependent) feature embedding of the action.
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Following Xu and Zeevi (2020); Foster et al. (2020a), we assume that J takes the

form

F={fg(x,a) = (d(x,a),9(x)) : g € T},

where ¢(x, a) € R? is a known, context-dependent action embedding and G is a
user-specified class of context embedding functions.

This formulation assumes linearity in the action space (after featurization), but
allows for nonlinear, learned dependence on the context x through the function
class G, which can be taken to consist of neural networks, forests, or any other
flexible function class a user chooses. For example, in news article recommendation,
¢(x, a) = ¢(a) might correspond to an embedding of an article a obtained using a
large pre-trained language-model, while g(x) might correspond to a task-dependent
embedding of a user x, which our methods can learn online. Well-studied special
cases include the linear contextual bandit setting (Chu et al., 2011; Abbasi-Yadkori
et al., 2011), which corresponds to the special case where each g € G has the form
g(x) = 0 for some fixed 0 € R¢, as well as the standard finite-action contextual
bandit setting, where d = [A] and ¢(x, a) = e,.

We let g* € G denote the embedding for which f* = fg .. We assume that
SUP, cx acall®(x )] < land sup g o [lg(x)|| < 1. In addition, we assume that
span({¢p(x, a)}) = R4 for all x € X.

Regret. For each regression function f € J, let 7¢(x,) = argmax f(x¢, a)

acA
denote the induced policy, and define 7v* := 714+ as the optimal policy. We measure

the performance of the learner in terms of regret:

T
Reg.5(T) == Z T (70 (X)) — Te(ae).
t=1
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4.2.1 Computational Oracles

To derive efficient algorithms with sublinear runtime, we make use of two compu-
tational oracles: First, following Foster and Rakhlin (2020); Simchi-Levi and Xu
(2021); Foster et al. (2020a, 2021a), we use an online regression oracle for supervised
learning over the reward function class J. Second, we use an action optimization
oracle, which facilitates linear optimization over the action space A (McMahan and
Blum, 2004; Dani et al., 2008; Bubeck et al., 2012; Hazan and Karnin, 2016).

Function approximation: Regression oracles. A fruitful approach to designing
efficient contextual bandit algorithms is through reduction to supervised regression
with the class J, which facilitates the use of off-the-shelf supervised learning algo-
rithms and models (Foster and Rakhlin, 2020; Simchi-Levi and Xu, 2021; Foster et al.,
2020a, 2021a). Following Foster and Rakhlin (2020), we assume access to an online
regression oracle Algs , which is an algorithm for online learning (or, sequential
prediction) with the square loss.

We consider the following protocol. At each round t € [T], the oracle produces
an estimator 1?t = fg,, then receives a context-action-reward tuple (x, as, 7¢(ay)).
The goal of the oracle is to accurately predict the reward as a function of the context
and action, and we evaluate its prediction error via the square loss ( ﬂ (x¢, ay) —1¢)%

We measure the oracle’s cumulative performance through square-loss regret to J.

Assumption 4.2 (Bounded square-loss regret). The regression oracle Algg, guarantees
that for any (potentially adaptively chosen) sequence {(x, ay, T¢(at))}_y,

—

N
;(ft Xt, Q) —Te(ay ) }Ielg t—1 f(xe, a) — me(a)” < Regs,(T),

for some (non-data-dependent) function Regg(T).

We let Tsq denote an upper bound on the time required to (i) query the oracle’s
estimator g, with x, and receive the vector g;(x;) € RY, and (ii) update the oracle
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with the example (x¢, ai, 1¢(a¢)). We let Ms, denote the maximum memory used
by the oracle throughout its execution.

Online regression is a well-studied problem, with computationally efficient
algorithms for many models. Basic examples include finite classes J, where one
can attain Regsq(T) = O(log|F]) (Vovk, 1998), and linear models (g(x) = 0), where
the online Newton step algorithm (Hazan et al., 2007) satisfies Assumption 4.2
with Regg, (T) = O(dlog T). More generally, even for classes such as deep neural
networks for which provable guarantees may not be available, regression is well-
suited to gradient-based methods. We refer to Foster and Rakhlin (2020); Foster

et al. (2020a) for more comprehensive discussion.

Large action spaces: Action optimization oracles. The regression oracle setup
in the prequel is identical to that considered in the finite-action setting (Foster and
Rakhlin, 2020). In order to develop efficient algorithms for large or infinite action

Spaces, we assume access to an oracle for linear optimization over actions.

Definition 4.3 (Action optimization oracle). An action optimization oracle Alg,
takes as input a context x € X, and vector 6 € R4 and returns

a* = argmax(¢(x, a),0). (4.2)
acA

For a single query to the oracle, We let Tq,: denote a bound on the runtime for a
single query to the oracle. We let Mo, denote the maximum memory used by the
oracle throughout its execution.

The action optimization oracle in Eq. (4.2) is widely used throughout the litera-
ture on linear bandits (Dani et al., 2008; Chen et al., 2017; Cao and Krishnamurthy,
2019; Katz-Samuels et al., 2020), and can be implemented in polynomial time for
standard combinatorial action spaces. It is a basic computational primitive in
the theory of convex optimization, and when A is convex, it is equivalent (up to
polynomial-time reductions) to other standard primitives such as separation oracles
and membership oracles (Schrijver, 1998; Grotschel et al., 2012). It also equivalent
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to the well-known Maximum Inner Product Search (MIPS) problem (Shrivastava
and Li, 2014), for which sublinear-time hashing based methods are available.

Example 4.4. Let G = (V, E) be a graph, and let $(x, a) € {0, 1}'E! represent a matching
and 0 € RI® be a vector of edge weights. The problem of finding the maximum-weight
matching for a given set of edge weights can be written as a linear optimization problem of
the form in Eq. (4.2), and Edmonds’ algorithm (Edmonds, 1965) can be used to find the
maximum-weight matching in O(|V[* - |E|) time.

Other combinatorial problems that admit polynomial-time action optimiza-
tion oracles include the maximum-weight spanning tree problem, the assignment
problem, and others (Awerbuch and Kleinberg, 2008; Cesa-Bianchi and Lugosi,
2012).

Action representation. We define b, as the number of bits used to represent
actions in A, which is always upper bounded by O(log|A|) for finite action sets,
and by 6(d) for actions that can be represented as vectors in R¢. Tighter bounds
are possible with additional structual assumptions. Since representing actions is
a minimal assumption, we hide the dependence on b4 in big-O notation for our

runtime and memory analysis.

4.2.2 Additional Related Work

In this section we highlight some relevant lines of research not already discussed.

Efficient general-purpose contextual bandit algorithms. There is a long line of
research on computationally efficient methods for contextual bandits with general
function approximation, typically based on reduction to either cost-sensitive classi-
fication oracles (Langford and Zhang, 2007; Dudik et al., 2011; Agarwal et al., 2014)
or regression oracles (Foster et al., 2018; Foster and Rakhlin, 2020; Simchi-Levi and
Xu, 2021). Most of these works deal with a finite action spaces and have regret

scaling with the number of actions, which is necessary without further structural
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assumptions (Agarwal et al., 2012). An exception is the works of Foster et al. (2020a)
and Xu and Zeevi (2020), both of which consider the same setting as this chapter.
Both of the algorithms in these works require solving subproblems based on maxi-
mizing quadratic forms (which is NP-hard in general (Sahni, 1974)), and cannot
directly take advantage of the linear optimization oracle we consider. Also related
is the work of Zhang (2021), which proposes a posterior sampling-style algorithm
for the setting we consider. This algorithm is not fully comparable computationally,
as it requires sampling from specific posterior distribution; it is unclear whether

this can be achieved in a provably efficient fashion.

Linear contextual bandits. The linear contextual bandit problem is a special case
of our setting in which g*(x) = 6 € RY is constant (that is, the reward function
only depends on the context through the feature map ¢). The most well-studied
families of algorithms for this setting are UCB-style algorithms and posterior sam-
pling. With a well-chosen prior and posterior distribution, posterior sampling can
be implemented efficiently (Agrawal and Goyal, 2013), but it is unclear how to effi-
ciently adapt this approach to accomodate general function approximation. Existing
UCB-type algorithms require solving sub-problems based on maximizing quadratic
forms, which is NP-hard in general (Sahni, 1974). One line of research aims to
make UCB efficient by using hashing-based methods (MIPS) to approximate the
maximum inner product (Yang et al., 2021; Jun et al., 2017). These methods have

runtime sublinear (but still polynomial) in the number of actions.

Non-contextual linear bandits. For the problem of non-contextual linear bandits
(with either stochastic or adversarial rewards), there is a long line of research on ef-
ficient algorithms that can take advantage of linear optimization oracles (Awerbuch
and Kleinberg, 2008; McMahan and Blum, 2004; Dani and Hayes, 2006; Dani et al.,
2008; Bubeck et al., 2012; Hazan and Karnin, 2016; Ito et al., 2019); see also work on
the closely related problem of combinatorial pure exploration (Chen et al., 2017;
Cao and Krishnamurthy, 2019; Katz-Samuels et al., 2020; Wagenmaker et al., 2021).
In general, it is not clear how to lift these techniques to contextual bandits with
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linearly-structured actions and general function approximation. We also mention
that optimal design has been applied in the context of linear bandits, but these
algorithms are restricted to the non-contextual setting (Lattimore and Szepesvari,
2020; Lattimore et al., 2020), or to pure exploration (Soare et al., 2014; Fiez et al.,
2019). The only exception we are aware of is Ruan et al. (2021), who extend these
developments to linear contextual bandits (i.e., where g*(x) = 0), but critically use

that contexts are stochastic.

Other approaches. Another line of research provides efficient contextual bandit
methods under specific modeling assumptions on the context space or action space
that differ from the ones we consider here. Zhou et al. (2020); Xu et al. (2020);
Zhang et al. (2021); Kassraie and Krause (2022) provide generalizations of the
UCB algorithm and posterior sampling based on the Neural Tangent Kernel (NTK).
These algorithms can be used to learn context embeddings (i.e., g(x)) with general
function approximation, but only lead to theoretical guarantees under strong RKHS-
based assumptions. For large action spaces, these algorithms typically require enu-
meration over actions. Majzoubi et al. (2020) consider a setting with nonparametric
action spaces and design an efficient tree-based learner; their guarantees, however,
scale exponentially in the dimensionality of action space. Sen et al. (2021) provide
heuristically-motivated but empirically-effective tree-based algorithms for contex-
tual bandits with large action spaces, with theoretical guarantees when the actions
satisfy certain tree-structured properties. Lastly, another empirically-successful
approach is the policy gradient method (e.g., Williams (1992); Bhatnagar et al.
(2009); Pan et al. (2019)). On the theoretical side, policy gradient methods do not
address the issue of systematic exploration, and—to our knowledge—do not lead

to provable guarantees for the setting considered in this chapter.
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4.3 Warm-Up: Efficient Algorithms via Uniform

Exploration

In this section, we present our first result: an efficient algorithm based on uniform
exploration over a representative basis (SpannerGreedy; Algorithm 9). This algo-
rithm achieves computational efficiency by taking advantage of an online regression
oracle, but its regret bound has sub-optimal dependence on T. Beyond being prac-
tically useful in its own right, this result serves as a warm-up for Section 4.4.

Our algorithm is based on exploration with a G-optimal design for the embedding
¢, which is a distribution over actions that minimizes a certain notion of worse-case
variance (Kiefer and Wolfowitz, 1960; Atwood, 1969).

Definition 4.5 (G-optimal design). Let a set Z C R be given. A distribution q € A(Z)
is said to be a G-optimal design with approximation factor Cope > 1 if

sup||z|]%,(q)71 < Copt - d,
z€Z

where V(q) :==E,_q[zz"].
The following classical result guarantees existence of a G-optimal design.

Lemma 4.6 (Kiefer and Wolfowitz (1960)). For any compact set Z C R, there exists

an optimal design with Cope = 1.



155

Algorithm 9 SpannerGreedy

Input: Exploration parameter ¢ € (0, 1], online regression oracle Algsq, action
optimization oracle Alg,, ..
1: fort=1,2,...,Tdo
Observe context x;.
Receive fy = fg, from regression oracle Algg,.
Get a; <+ argmax,_, ($(x¢, a), Ge(xt)).
Call subroutine to compute C,p-approximate optimal design g € A(A) for
set {$(xe, a)}qeu-

// See Algorithm 13 for efficient solver.
6: Definepy:=¢-qF +(1—¢)-Ig,.
7. Sample a; ~ p; and observe reward r(a.).
8:  Update oracle AlgSq with (x¢, a¢, re(ay)).

Algorithm 9 uses optimal design as a basis for exploration: At each round, the
learner obtains an estimator f; from the regression oracle Algg , then appeals to
a subroutine to compute an (approximate) G-optimal design q¥* € A(A) for the

action embedding {d(x, a)} Fix an exploration parameter ¢ > 0, the algorithm

acA:
then samples an action a ~ q;* from the optimal design with probability e (“ex-
ploration”), or plays the greedy action @ := arg max,_ , fu(xy, ) with probability
1 — ¢ (“exploitation”). Algorithm 9 is efficient whenever an approximate optimal
design can be computed efficiently, which can be achieved using Algorithm 13. We
defer a detailed discussion of efficiency for a moment, and first state the main regret

bound for the algorithm.

Theorem 4.7. With a C.p-approximate optimal design subroutine and an appropriate
choice for € € (0,11, Algorithm 9, with probability at least 1 — o, enjoys regret

Regg(T) = O ((Copt - 4)'/7T2(Regs, (T) + log(51))'").

In particular, when invoked with Algorithm 13 (with C = 2) as a subroutine, the algorithm
enjoys regret

Reg . (T) = O<d2/3T2/3(RegSq(T) +1log (57! ))1/3>.
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and has per-round runtime O(Tsq + Top: - d*log d + d*log d) and maximum memory
O(qu + Mopt + dz).

Computational efficiency. The computational efficiency of Algorithm 9 hinges
on the ability to efficiently compute an approximate optimal design (or, by convex
duality, the John ellipsoid (John, 1948)) for the set {{(x¢, a)} . 4. All off-the-shelf
optimal design solvers that we are aware of require solving quadratic maximization
subproblems, which in general cannot be reduced to a linear optimization oracle
(Definition 4.3). While there are some special cases where efficient solvers exist
(e.g., when A is a polytope (Cohen et al. (2019) and references therein)), computing
an exact optimal design is NP-hard in general (Grotschel et al., 2012; Summa et al.,
2014). To overcome this issue, we use the notion of a barycentric spanner, which acts
as an approximate optimal design and can be computed efficiently using an action

optimization oracle.

Definition 4.8 (Awerbuch and Kleinberg (2008)). Let a compact set Z C R% of full
dimension be given. For C > 1, a subset of points 8 = {zy,...,za} C Z is said to be a
C-approximate barycentric spanner for Z if every point z € Z can be expressed as a weighted
combination of points in 8 with coefficients in [—C, C].

The following result shows that any barycentric spanner yields an approximate

optimal design.

Lemma4.9. If § ={zy,...,zq} is a C-approximate barycentric spanner for Z C R9, then
q := unif(8) is a (C? - d)-approximate optimal design.

Using an algorithm introduced by Awerbuch and Kleinberg (2008), one can
efficiently compute the C-approximate barycentric spanner for the set {d(x, a)} . 4
using O(d?log. d) calls to the action optimization oracle; their method is restated

as Algorithm 13 in Section 4.7.1.

Key features of Algorithm 9. While the regret bound for Algorithm 9 scales with
T?/3, which is not optimal, this result constitutes the first computationally effi-
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cient algorithm for contextual bandits with linearly structured actions and general

function approximation. Additional features include:

o Simplicity and practicality. Appealing to uniform exploration makes Algo-
rithm 9 easy to implement and highly practical. In particular, in the case where
the action embedding does not depend on the context (i.e., (x, a) = ¢(a)) an
approximate design can be precomputed and reused, reducing the per-round

runtime to (N)(‘J'sq + Topt) and the maximum memory to O(Msq + d).

o Lifting optimal design to contextual bandits. Previous bandit algorithms based
on optimal design are limited to the non-contextual setting, and to pure
exploration. Our result highlights for the first time that optimal design can
be efficiently combined with general function approximation.

Proof sketch for Theorem 4.7. To analyze Algorithm 9, we follow a recipe intro-
duced by Foster and Rakhlin (2020); Foster et al. (2021b) based on the Decision-
Estimation Coefficient (DEC),! defined as dec, (F) 1= sUpPs ony(s) decy(ff";?,x),
where

XEX

decy(ff;?,x) = inf sup supEqp [ (x,a") —f(x,a) —v- (%\(x, a) — f*(x, a))?|.
PEA(A) gren freF

(4.3)

Foster et al. (2021b) consider a meta-algorithm which, at each round t, (i) computes
fy by appealing to a regression oracle, (ii) computes a distribution p; € A(A) that
solves the minimax problem in Eq. (4.3) with x; and fu plugged in, and (iii) chooses
the action a; by sampling from this distribution. One can show (Lemma 4.16 in
Section 4.7.1) that for any y > 0, this strategy enjoys the following regret bound:

RegCB(T) S_, T decy(?) + Y- Regsq(T)/ (44)

IThe original definition of the Decision-Estimation Coefficient in Foster et al. (2021b) uses
Hellinger distance rather than squared error. The squared error version we consider here leads to
tighter guarantees for bandit problems where the mean rewards serve as a sufficient statistic.
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More generally, if one computes a distribution that does not solve Eq. (4.3) exactly,
but instead certifies an upper bound on the DEC of the form dec, (F) < dec, (F), the
same result holds with dec, (F) replaced by dec, (F). Algorithm 9 is a special case of
this meta-algorithm, so to bound the regret it suffices to show that the exploration
strategy in the algorithm certifies a bound on the DEC.

Lemma 4.10. Foranyy > 1, by choosing € = /Copt - d/4y /\ 1, the exploration strategy
in Algorithm 9 certifies that dec, (F) = O(/Copt - d/7v).

Using Lemma 4.10, one can upper bound the first term in Eq. (4.4) by

O(T/Coptd/v). The regret bound in Theorem 4.7 follows by choosing y to balance
the two terms.

4.4 Efficient, Near-Optimal Algorithms

In this section we present SpannerlGW (Algorithm 10), an efficient algorithm with
O(V/T) regret (Algorithm 10). We provide the algorithm and statistical guarantees
in Section 4.4.1, then discuss computational efficiency in Section 4.4.2.

4.4.1 Algorithm and Statistical Guarantees

Building on the approach in Section 4.3, SpannerlGW uses the idea of exploration
with an optimal design. However, in order to achieve /T regret, we combine
optimal design with the inverse gap weighting (IGW) technique. previously used in
the finite-action contextual bandit setting (Abe and Long, 1999; Foster and Rakhlin,
2020).

Recall that for finite-action contextual bandits, the inverse gap weighting tech-
nique works as follows. Given a context x; and estimator a from the regression

oracle Algg,, we assign a distribution to actions in A via the rule

1
pt(a) = ~ R PN 7
Aty (ft(xt, ay) — ft(xt,a)>
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where @ := arg max__, ﬂ(xt, a) and A > 0 is chosen such that }__ p¢(a) = 1. This

strategy certifies thatdec, (J; ﬂ, x¢) < %, which leads to regret O (\/ AT - Regg q (T)) .
While this is essentially optimal for the finite-action setting, the linear dependence

on |A| makes it unsuitable for the large-action setting we consider.

To lift the IGW strategy to the large-action setting, Algorithm 10 combines it
with optimal design with respect to a reweighted embedding. Let fe Tbe given. For
each action a € A, we define a reweighted embedding via

d(x,a) = :b(x’ a) . , (4.5)
\/ 141 (f(x, Q) —flx, a))
where @ := argmax_, f(x,a)andn > 0isa reweighting parameter to be tuned

~

later. This reweighting is action-dependent since f(x, a) term appears on the denom-
inator. Within Algorithm 10, we compute a new reweighted embedding at each

round t € [T] using fu=" g the output of the regression oracle Algy,.
Algorithm 10 proceeds by computing an optimal design q{¥' € A(A) with
respect to the reweighted embedding defined in Eq. (4.5). The algorithm then
1 ,Opt

creates a distribution q; = 3q;

delta mass at the greedy action a;. Finally, in Eq. (4.6), the algorithm computes

+ 1I5, by mixing the optimal design with a

an augmented version of the inverse gap weighting distribution by reweighting
according to q¢. This approach certifies the following bound on the Decision-
Estimation Coefficient.

Lemma 4.11. For any vy > 0, by settingn =v/(Cep - d), the exploration strategy used
in Algorithm 10 certifies that dec, (F) = O(Cqpt - d /).

This lemma shows that the reweighted IGW strategy enjoys the best of both
worlds: By leveraging optimal design, we ensure good coverage for all actions, lead-
ing to O(d) (rather than O(|A[)) scaling, and by leveraging inverse gap weighting,
we avoid excessive exploration, leading O(1/v) rather than O(1/,/y) scaling. Com-
bining this result with Lemma 4.16 leads to our main regret bound for SpannerlGW.
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Algorithm 10 SpannerlGW

Input: Exploration parameter v > 0, online regression oracle Algg , action opti-
mization oracle Alg, .
: - — Y
1: Definen = Cond’
2: fort=1,2,...,Tdo

3:  Observe context x;.

4  Receive f, = fg, from regression oracle Alg,.

5 Getd, < argmax, ,(b(x¢, a), Ge(xi)).

6:  Call subroutine to compute C,-approximate optimal de51gn qP" € A(A) for
reweighted embedding {$(x., @)}, (Eq. (4.5) with f = f,). /1 See
Algorithm 11 for efficient solver.

7. Define q := ;q(t)pt 1T,

8:  For each a € supp(q¢), define

qela)
A+m (ﬁ(xt, ao) — felxe, a))

pi(a) == , (4.6)

where A € [3,1] is chosen so that 3~ .00 Pila) = 1.
9:  Sample a; ~ p; and observe reward rt(at)
10:  Update AlgSq with (x¢, a¢, re(a)).

Theorem 4.12. Let 5 < (0,1) be given. With a Cyp-approximate optimal design subroutine
and an appropriate choice for vy > 0, Algorithm 10 ensures that with probability at least
1-5%,

Reg(T) (\/Copt dT (Regg,(T) +log(5~ )))

In particular, when invoked with Algorithm 11 (with C = 2) as a subroutine, the algorithm
has

Reg(T) =0 <d \/T (Regg, (T) + log(éfl))>,

and has per-round runtime O(Tsq + (Topt - d° + d*) - log? (L)) and the maximum memory
O(Msq + Mop: + d* + dlog()).
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Algorithm 10 is the first computationally efficient algorithm with /T-regret for
contextual bandits with general function approximation and linearly structured
action spaces. In what follows, we show how to leverage the action optimization

oracle (Definition 4.3) to achieve this efficiency.

4.4.2 Computational Efficiency

The computational efficiency of Algorithm 10 hinges on the ability to efficiently
compute an optimal design. As with Algorithm 9, we address this issue by appeal-
ing to the notion of a barycentric spanner, which serves as an approximate optimal
design. However, compared to Algorithm 9, a substantial additional challenge is
that Algorithm 10 requires an approximate optimal design for the reweighted em-
beddings. Since the reweighting is action-dependent, the action optimization oracle
Alg,,, cannot be directly applied to optimize over the reweighted embeddings,
which prevents us from appealing to an out-of-the-box solver (Algorithm 13) in
the same fashion as the prequel.

Algorithm 11 ReweightedSpanner

Input: Context x € X, oracle prediction g(x) € R9Y, action a :=
argmax,_ , ($(x, a), g(x)), reweighting parameter n > 0, approximation factor
C > /2, initial set § = (ay, ..., aq) with |det(d(x,8))| = rd for r € (0,1).
1: while not break do
22 fori=1,...,ddo
3: Compute 0 € R? representing linear function ¢(x, a) — det(dp(x, Si(a))),
where 8;(a) := (ai,...,ai-1,a, Ai41,...,0Q4). // ¢ is computed from f;, a,
and 1 via Eq. (4.5).
Get a + IGW-ArgMax(0;x, g(x),n, 1). // Algorithm 12.
if |det(cT)(x,Si(a)))‘ > %|det($(x,8))| then
Update a; < a.
continue to line 2.
break
return C-approximate barycentric spanner 8.

To address the challenges above, we introduce ReweightedSpanner (Algorithm 11),
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a barycentric spanner computation algorithm which is tailored to the reweighted
embedding ¢. To describe the algorithm, let us introduce some additional notation.
Foraset§ C A of d actions, we let det(d(x, 8)) denote the determinant of the d-by-d
matrix whose columns are {(T)(x, a) }a - ReweightedSpanner adapts the barycentric
spanner computation approach of Awerbuch and Kleinberg (2008), which aims to
identify a subset 8§ C A with |§| = d that approximately maximizes |det({(x, 8))|.
The key feature of ReweightedSpanner is a subroutine, IGW-ArgMax (Algorithm 12),
which implements an (approximate) action optimization oracle for the reweighted
embedding:

argmax(¢(x, a), 0). (4.7)

acA
IGW-ArgMax uses line search reduce the problem in Eq. (4.7) to a sequence of linear
optimization problems with respect to the unweighted embeddings, each of which
can be solved using Alg, . This yields the following guarantee for Algorithm 11.

Theorem 4.13. Suppose that Algorithm 11 is invoked with parametersn > 0, r € (0,1),
and C > /2, and that the initialization set 8 satisfies |det(d(x,8))| = 4. Then the
algorithm returns a C-approximate barycentric spanner with respect to the reweighted
embedding set {b(x,a)}  _,, and does so with O((Top: - d° + d*) - log”(e \V/ 1)) runtime
and O(Mop: + d* + dlog(e \V 1)) memory.

We refer to Section 4.7.3.1 for self-contained analysis of IGW-ArgMax.

Algorithm 12 IGW-ArgMax

Input: Linear parameter 0 ¢ R4, context x € X, oracle prediction g(x) € RY,
reweighting parameter 1 > 0, initialization constant r € (0,1).
Define N := [dlog%(zn:rlﬂ.
Define & == {(3)'}N, U{—(3)1}1,.
Initialize A = 0.
foreach ¢ € € do
Compute 0 < 20 + ¢ - g(x).

Get a < argmax,_ (¢ (x, a),0); add a to A.
return argmax_; (¢(x, a), 6>2

// (\)[' d) candidates.
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On the initialization requirement. The runtime for Algorithm 11 scales with
log(r~'), where r € (0,1) is such that det(d(x,8)) > r¢ for the initial set 8. In
Section 4.7.3.3, we provide computationally efficient algorithms for initialization

under various assumptions on the action space.

4.5 Empirical Results

In this section we investigate the empirical performance of SpannerGreedy and
SpannerlGW through three experiments. First, we compare the spanner-based
algorithms to state-of-the art finite-action algorithms on a large-action dataset; this
experiment features nonlinear, learned context embeddings g € §. Next, we study
the impact of redundant actions on the statistical performance of said algorithms.
Finally, we experiment with a large-scale large-action contextual bandit benchmark,
where we find that the spanner-based methods exhibit excellent performance.

Preliminaries. We conduct experiments on three datasets, whose details are sum-
marized in Table 4.1. oneshotwiki (Singh et al., 2012; Vasnetsov, 2018) is a named-
entity recognition task where contexts are text phrases preceding and following
the mention text, and where actions are text phrases corresponding to the concept
names. amazon-3m (Bhatia et al., 2016) is an extreme multi-label dataset whose
contexts are text phrases corresponding to the title and description of an item, and
whose actions are integers corresponding to item tags. Actions are embedded into
RY with d specified in Table 4.1. We construct binary rewards for each dataset, and
report 90% bootstrap confidence intervals (CIs) of the rewards in the experiments.
We defer other experimental details to Section 4.7.4.1. Code to reproduce all results

is available at https://github.com/pmineiro/linrepcb.

Comparison with finite-action baselines. We compare SpannerGreedy and Span-
nerlGW with their finite-action counterparts e-Greedy and SquareCB (Foster and
Rakhlin, 2020) on the oneshotwiki-14031 dataset. We consider bilinear models in

which regression functions take the form f(x, a) = (¢(a), Wx) where W is a matrix


https://github.com/pmineiro/linrepcb
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Table 4.1: Details of datasets used in experiments.

Dataset T |A| d

oneshotwiki-311 622000 311 50
oneshotwiki-14031 2806200 14031 50
amazon-3m 1717899 2812281 800

of learned parameters; the deep models of the form f(x, a) = (¢(a), Wg(x)), where g
is a learned two-layer neural network and W contains learned parameters as before.
Table 4.2 presents our results. We find that SpannerlGW performs best, and that both
spanner-based algorithms either tie or exceed their finite-action counterparts. In
addition, we find that working with deep models uniformly improves performance
for all methods. We refer to Table 4.4 in Section 4.7.4.3 for timing information.

Table 4.2: Comparison on oneshotwiki-14031. Values are the average progressive
rewards (confidence intervals), scaled by 1000. We include the performance of the
best constant predictor (as a baseline) and the supervised learner (as a skyline).

Algorithm Regression Function
Bilinear Deep
best constant 0.07127

e-Greedy [5.00,6.27] [7.15,8.52]
SpannerGreedy [6.29,7.08] [6.67,8.30]
SquareCB [7.57,8.59] [10.4,11.3]
SpannerlGW  [8.84,9.68] [11.2,12.2]
supervised [31.2,31.3] [36.7,36.8]

Impact of redundancy. Finite-action contextual bandit algorithms can explore
excessively in the presence of redundant actions. To evaluate performance in the
face of redundancy, we augment oneshotwiki-311 by duplicating action the final
action. Table 4.3 displays the performance of SpannerlGW and its finite-action coun-
terpart, SquareCB, with a varying number of duplicates. We find that SpannerlGW

2 Also see Section 4.7.4.1 for details.
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is completely invariant to duplicates (in fact, the algorithm produces numerically
identical output when the random seed is fixed), but SquareCB is negatively im-
pacted and over-explores the duplicated action. SpannerGreedy and ¢-Greedy behave
analogously (not shown).

Table 4.3: Redundancy study on oneshotwiki-311. Values are the average progressive
rewards (confidence intervals), scaled by 100.

Duplicates SpannerlGW  SquareCB

0 [12.6,13.0] [12.2,12.6]

16 [12.6,13.0] [12.1,12.4]
256 [12.6,13.0] [10.2,10.6]
1024 [12.6,13.0] (8.3,8.6]

Large scale exhibition. We conduct a large scale experiment using the amazon-3m
dataset. Following Sen et al. (2021), we study the top-k setting where k actions are
selected at each round. Out of the total number of actions sampled, we let r denote
the number of actions sampled for exploration. We apply SpannerGreedy for this
dataset and consider regression functions similar to the deep models discussed
before. The setting (k = 1) corresponds to running our algorithm unmodified, and
(k = 5,1 = 3) corresponds to selecting 5 actions per round and using 3 exploration
slots. Fig. 4.1 in Section 4.7.4.4 displays the results. For (k = 1) the final CI is
[0.1041,0.1046], and for (k = 5, = 3) the final CI is [0.438, 0.440].

In the setup with (k = 5,r = 3), our results are directly comparable to Sen
et al. (2021), who evaluated a tree-based contextual bandit method on the same
dataset. The best result from Sen et al. (2021) achieves roughly 0.19 reward with
(k = 5,r = 3), which we exceed by a factor of 2. This indicates that our use of
embeddings provides favorable inductive bias for this problem, and underscores
the broad utility of our techniques (which leverage embeddings). For (k = 5,1 = 3),
our inference time on a commodity CPU with batch size 1 is 160ms per example,
which is slower than the time of 7.85ms per example reported in Sen et al. (2021).
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4.6 Discussion

We provide the first efficient algorithms for contextual bandits with continuous,
linearly structured action spaces and general-purpose function approximation. We
highlight some natural directions for future research below.

o Efficient algorithms for nonlinear action spaces. Our algorithms take ad-
vantage of linearly structured action spaces by appealing to optimal design.
Can we develop computationally efficient methods for contextual bandits

with nonlinear dependence on the action space?

e Reinforcement learning. The contextual bandit problem is a special case
of the reinforcement learning problem with horizon one. Given our posi-
tive results in the contextual bandit setting, a natural next step is to extend
our methods to reinforcement learning problems with large action/decision
spaces. For example, Foster et al. (2021b) build on our computational tools to

provide efficient algorithms for reinforcement learning with bilinear classes.

Beyond these directions, natural domains in which to extend our techniques include

pure exploration and off-policy learning with linearly structured actions.

4.7 Proofs and Supporting Results

4.7.1 Proofs and Supporting Results for Section 4.3

This section is organized as follows. We provide supporting results in Section 4.7.1.1,
then give the proof of Theorem 4.7 in Section 4.7.1.2.

4.71.1 Supporting Results

Barycentric Spanner and Optimal Design.
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Algorithm 13 restates an algorithm of Awerbuch and Kleinberg (2008), which
efficiently computes a barycentric spanner (Definition 4.8) given access to a linear
optimization oracle (Definition 4.3). Recall that, for a set § C A of d actions, the

notation det(¢(x, 8)) (resp. det(d(x,8))) denotes the determinant of the d-by-d
matrix whose columns are the ¢ (resp. ¢) embeddings of actions.

Algorithm 13 Approximate Barycentric Spanner (Awerbuch and Kleinberg, 2008)

Input: Context x € X and approximation factor C > 1.
1: fori=1,...,ddo
22 Compute 06 € RY representing linear function ¢(x,a)
det(Pp(x, ai),..., d(x, ai_1), d(x, a),eiy1,...,€4q).
Get a; < argmax ., [{(P(x, a),0)l.
4: Construct 8 = (ay,...,aq). //Initial set of actions & C A such that [§] =d
and |det(d(x,8))| > 0.

w

5: while not break do
6: fori=1,...,ddo
7: Compute 0 € RY representing linear function ¢(x, a) — det(d(x, Si(a))),
where 8;(a) := (ay,...,ai_1,a,Qi41,...,0q).
8: Get a + argmax__,|($(x, a), 0).
9: if |[det(d(x, 8i(a)))| = C|det(Pp(x,8))| then
10: Update a; + a.
11: continue to line 5.
12:  break

13: return C-approximate barycentric spanner 8.

Lemma 4.14 (Awerbuch and Kleinberg (2008)). Forany x € X, Algorithm 13 computes
a C-approximate barycentric spanner for {p(x, a) : a € A} within O(d log. d) iterations
of the while-loop.

Lemma 4.15. Fix any constant C > 1. Algorithm 13 can be implemented with runtime
O(Topt - d*log d + d*log d) and memory O(Mop: + d?).

Proof of Lemma 4.15. We provide the computational complexity analysis starting
from the while-loop (line 5-12) in the following. The computational complexity

regarding the first for-loop (line 1-3) can be similarly analyzed.
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o Outer loops (lines 5-6). From Lemma 4.14, we know that Algorithm 13 termi-
nates within O(dlog d) iterations of the while-loop (line 5). It is also clear
that the for-loop (line 6) is invoked at most d times.

o Computational complexity for lines 7-10. We discuss how to efficiently implement
this part using rank-one updates. We analyze the computational complexity
for each line in the following.

— Line 7. We discuss how to efficiently compute the linear function ©
through rank-one updates. Fix any Y € R¢. Let @5 denote the invertible
(by construction) matrix whose k-th column is ¢(x, ayx) (with ayx € §).
Using the rank-one update formula for the determinant (Meyer, 2000),

we have

det(d(x, ar),..., b(x, ai1), Y, d(x, ais1), ..., d(x, aa))

= det(@s + (Y~ b(x, ai))e/ )

— det(®s) - (1 +el 051 (Y — dlx, aﬂ))

— (Y, det(Dg) - (05") ")) + det(@s) - (1—e{ D5'd(x,ai)). (4.8)

We first notice that det(®s) - (1 — e/ ©5'd(x, a;)) = 0 since one can take
Y =0 € R%. We can then write

det(d(x, a1),...,d(x, ai1),Y, d(x, aii1),..., d(x, aq)) =(Y,0)

where 0 = det(®Ds) - ((Dgl)Tei. Thus, whenever det(®s) and @' are
known, compute 6 takes O(d) time. The maximum memory requirement
is O(d?), following from the storage of .

— Line 8. When 0 is computed, we can compute a by first compute a, :=
argmax, ., ($(x,a),0) and a_ = argmax,., —($(x,a),0) and then
compare the two. This process takes two oracle calls to Alg, , which
takes O(Topt) time. The maximum memory requirement is O(Mop: + d),
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following from the memory requirement of Alg, . and the storage of 6.

— Line 9. Once 0 and det(®s) are computed, checking the updating criteria
takes O(d) time. The maximum memory requirement is O(d), following

from the storage of ¢(x, a) and 6.

— Line 10. We discuss how to efficiently update det(®s) and @' through
rank-one updates. If an update a; = a is made, we can update the
determinant using rank-one update (as in Eq. (4.8)) with runtime O(d)
and memory O(d?); and update the inverse matrix using the Sherman-

Morrison rank-one update formula (Sherman and Morrison, 1950), i.e.,

S 0 (bxa) — dlx,ai)e] @
(@5 + (00v @)~ dlx a)el ) =05"~ T <ei<D);‘1€Ed>(x, a;(—a d>)(>e<, ai)s) ’

which can be implemented in O(d?) time and memory. Note that the

updated matrix must be invertible by construction.

Thus, using rank-one updates, the total runtime adds up to O(Top: + d?) and
the maximum memory requirement is O(Mo,: + d?). We also remark that
the initial matrix determinant and inverse can be computed cheaply since the
first iteration of the first for-loop (i.e., line 2 with i = 1) is updated from the
identity matrix.

To summarize, Algorithm 13 has runtime O(To,: - d*log d + d*log d) and uses at
most O(Moy: + d?) units of memory. O

The next proposition shows that a barycentric spanner implies an approximate
optimal design. The result is well-known (e.g., Hazan and Karnin (2016)), but we

provide a proof here for completeness.

Lemma 4.9. If § ={zy,...,zq} is a C-approximate barycentric spanner for Z C RY, then
q := unif(8) is a (C? - d)-approximate optimal design.

Proof of Lemma 4.9. Assume without loss of generality that Z C R¢ spans R?. By

Definition 4.8, we know that for any z € Z, we can represent z as a weighted sum of
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elements in 8 with coefficients in the range [—C, C]. Let @5 € R9*4 be the matrix
whose columns are the vectors in 8. For any z € Z, we can find 6 € [-C, C] d such
that z = ®@30. Since ®s is invertible (by construction), we can write 6 = (Dglz,
which implies the result via

1
C*-dx> ol = ||Z||%<DS(D§)*1 —4a ||Z||%/(q)*1'

Regret Decomposition.

Fix any y > 0. We consider the following meta algorithm that utilizes the online
regression oracle Algg, defined in Assumption 4.2.
Fort=1,2,...,T:

e Get context x; € X from the environment and regression function f, e

conv(J) from the online regression oracle Algg,.

o Identify the distribution p, € A(A) that solves the minimax problem
decy(H’;ﬂ,xt) (defined in Eq. (4.3)) and play action a; ~ py.

e Observe reward 1y and update regression oracle with example (x¢, a, ).

The following result bounds the contextual bandit regret for the meta algorithm
described above. The result is a variant of the regret decomposition based on the
Decision-Estimation Coefficient given in Foster et al. (2021b), which generalizes
Foster and Rakhlin (2020). The slight differences in constant terms are due to the

difference in reward range.

Lemma 4.16 (Foster and Rakhlin (2020); Foster et al. (2021b)). Suppose that As-
sumption 4.2 holds. Then probability at least 1 — 8, the contextual bandit regret is upper
bounded as follows:

Regcg(T) < decy (F) - T+ 2y - Regg, (T) + 64y - log(26™1) + /8T log(26-1).
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In general, identifying a distribution that exactly solves the minimax problem
corresponding to the DEC may be impractical. However, if one can identify a
distribution that instead certifies an upper bound dec,, (F) on the Decision-Estimation
Coefficient (in the sense that dec, (F) < dec, (F)), the regret bound in Lemma 4.16
continues to hold with dec, (F) replaced by dec, (F).

Proof of Lemma 4.10.

Lemma 4.10. Foranyy > 1, by choosing € = /Copt - d/4y /A1, the exploration strategy
in Algorithm 9 certifies that dec, (F) = O(y/Copt - d/7).

Proof of Lemma 4.10. Fix a context x € X. In our setting, where actions are lin-
early structured, we can equivalently write the Decision-Estimation Coefficient

deCy(Hj,'%\,X) as

decy(5;5,%) =

inf  sup sup Eq-p | ($(x,a") = b(x,a), g"(x)) =7 - (@), g"(x) = §(x)))’-

PEA(A) a*EA g*eg

(4.9)

Recall that within our algorithms, g € conv(§) is obtained from the estimator f=f g
output by Alg,. We will bound the quantity in Eq. (4.9) uniformly forall x € X
and g : X — R% with ||g]| < 1. Recall that we assume Sup g exllgx)] < 1.
Denote @ := argmax__,{$(x,a),g(x)) and a* := arg max,_,($(x, a), g*(x)).
Forany ¢ < 1,letp := e q°' 4 (1 — ¢) - I3, where q°P' € A(A) is any Cop-

approximate optimal design for the embedding {$(x, a)} We have the following

acA’
decomposition.

Eap|($06a") = (x,a),9"(0))] = Easp [ (b(x,8) — d(x,a),§(x)]
+Ea-p | (0(x,0), §(x) = g"(x)]

+ ((0(x,a%),g"(6)) = ($(x,@),500)).
(4.10)



172

For the first term in Eq. (4.10), we have

Eap | (9(x,8) = d(x,a),§(x))| = ¢ Ba g [ (6(x, @) — b(x,0),§(x)) |
<2 sup [b(x )| -sup|[gx)]

xEX,aeA xEX

< 2e.

Next, since

1

. . )
((dblx,a),g(x) — g (x)))" + 5

N

(d(x,a),g(x) —g*(x)) <

by AM-GM inequality, we can bound the second term in Eq. (4.10) by

By [ ((61%,0), 500 — 9 (x)))7] + 5.

N =

Easp (6% a),5(x) — 9" (0)] <

We now turn our attention to the third term. Observe that since a is
optimal for g, (¢(x,a),g(x)) = (d(x,a*),g(x)). As a result, defining
V(') :=Eq-qort[d(x, a)P(x, a) "], we have

(b(x,a%),g"(x)) — (d(x,d),G(x)) < (d(x,a*),g"(x) —g(x))
<

|V(q0pt)—1 : ||9*(X) - /g\(X)HV(qOPt)

x, a*)

=3

. H(jl)(X, a*)Hi/(qopt)fl
+ % - € EaNqom |:((I)(X/ a)/ g* (X) - /g\(x))z]

CO ¢ d * =~
< 2py£ +%'Ea~p[(¢(7‘f a),g"(x) — Q(XDZ]'

Here, the third line follows from the AM-GM inequality, and the last line follows
from the (C,pi-approximate) optimal design property and the definition of p.
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Combining these bounds, we have

dec, (F) = inf sup supdec,(G;g,x) <2e+ — +
v(%) pEA(A)a*epAg*epg v(9:6,) 2y - 2ye

Since v > 1, taking € := /Cop - d/4y /A1 gives

Copt-d | 1 Copt - d
decy (F) <24/ —F— 4 — <3y [ —2—
Y 2y Y

whenever ¢ < 1. On the other hand, when ¢ = 1, this bound holds trivially. [l

4.7.1.2 Proof of Theorem 4.7

Theorem 4.7. With a C.p-approximate optimal design subroutine and an appropriate
choice for € € (0, 1], Algorithm 9, with probability at least 1 — o, enjoys regret

Reg . (T) = o((copt - d)/°T?(Reg, (T) + 1og(5—1))1/3).

In particular, when invoked with Algorithm 13 (with C = 2) as a subroutine, the algorithm
enjoys regret

RegCB(T) = O<d2/3T2/3(Regsq(T) + log(5_1))1/3>-

and has per-round runtime O(Tsq + Top: - d*log d + d*log d) and maximum memory
O(Msq + Mot + d?).

Proof of Theorem 4.7. Consider y > 1. Combining Lemma 4.10 with Lemma 4.16,

we have

[ Copt - d
Reg g(T) < 3T- % +2y - Regg, (T) + 64y - log(2671) + 4 /8T log (25 1).
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The regret bound in Theorem 4.7 immediately follows by choosing

_ 3T/ Copt - d - V1
e (256-1) '

2Regg, (T) + 64log

In particular, when Algorithm 13 is invoked as a subroutine with parameter C = 2,
Lemma 4.9 implies that we may take Cp < 4d.

Computational complexity. We now bound the per-round computational complexity
of Algorithm 9 when Algorithm 13 is used as a subroutine to compute the approxi-
mate optimal design. Outside of the call to Algorithm 13, Algorithm 9 uses O(1)
calls to Alg, q o obtain g¢(x;) € R and to update ﬂ, and uses a single call to AlgOpt
to compute d,. With the optimal design q¥' returned by Algorithm 13 (repre-
sented as a barycentric spanner), sampling from p; takes at most O(d) time, since
Isupp(p¢)l < d+ 1. outside of Algorithm 13 adds up to O(Tsq + Topt + d). In terms
of memory, calling Algg, and Alg, takes O(Msq + Mopt) units, and maintaining
the distribution p; (the barycentric spanner) takes O(d) units, so the maximum
memory (outside of Algorithm 13) is O(Msq + Moy + d). The stated results follow

from combining the computational complexities analyzed in Lemma 4.15. O

4.7.2 Proofs and Supporting Results for Section 4.4.1

In this section we provide supporting results concerning Algorithm 10 (Section 4.7.2.1),
and then give the proof of Theorem 4.12 (Section 4.7.2.2).

4.7.2.1 Supporting Results

Lemma 4.17. In Algorithm 10 (Eq. (4.6)), there exists a unique choice of A > 0 such that

Y weabila) =1, and its value lies in [}, 1.

Proof of Lemma 4.17. Define h(A) := }_ q:(a) . We first no-

a&supp(qe) A4 (fy(xe,ae)—fe(xe,a))
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tice that h(A) is continuous and strictly decreasing over (0, co). We further have

a 1/2
h(1/2) > _Gday 12
1/2 +n(fe(xe, @) — fe(xe, ay)) 1/2
and
)< Y qila) = L. > qMa) =1
h 2 2 t
aesupp(q) aesupp(qF)

As a result, there exists a unique normalization constant A* € [%, 1] such that

h(M) = 1. 0

Lemma 4.11. For anyy > 0, by settingn = v/(Cop - d), the exploration strategy used
in Algorithm 10 certifies that dec, (F) = O(Cqpt - d/).

Proof of Lemma 4.11. As in the proof of Lemma 4.10, we use the linear structure of

the action space to rewrite the Decision-Estimation Coefficient dec, (J; t, x) as

decy(9;g,x) :=

inf sup sup Eqp|($(x,a") = d(x,a), g"(x)) =y - ((bx a),g"(x) —=5(x)))*|,

PEA(A) a*€A g*€S

Where § is such that f = f g- We will bound the quantity above uniformly for all
x € Xand g: X — R4,
Denote @ := argmax,_,($(x, a),§(x)), a* ;== argmax ., (d(x, a), g*(x)) and

q°P* € A(A) be a Copi-approximate optimal design with respect to the reweighted

embedding ¢ (x, -)). We use the setting 1 = Cozt‘ 5 throughout the proof. Recall that

for the sampling distribution in Algorithm 10, we set q := 1q°"* + 115 and define

o(a) = q(a)
M el ((00x @) — dx, a),500))”

(4.11)

where A € [%, 1] is a normalization constant (cf. Lemma 4.17).
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We decompose the regret of the distribution p in Eq. (4.11) as

Ea-p|($(x,a%) = d(x, ), g"(x)]
=~ Eap| ($06,8) = 6(x,0),§00))| +Earp [ (6(x, @), §(x) — g"(x))
+(blx,a%),9"(x) =§00) + (dx,a) =[x, @), §00)). (412)

Writing out the expectation, the first term in Eq. (4.12) is upper bounded as follows.

Eq-p | (6(x,8) - d(x, ), §(x)]
= Y pla) (6@ - bxa),g)

a€supp(qoPt)u{a}

g7 (a)/2 L
P M (T e R R

< Cop’r -d
X 2‘}/

4

where we use that A > 0 in the second inequality (with the convention that J = 0).
The second term in Eq. (4.12) can be upper bounded as in the proof of Lemma 4.10,
by applying the AM-GM inequality:
f(x) G Y = c 2] o L
Eap | (00,0), 000 = §06))] < 5 Earp [ (9%, 0), 50 — ¢*(x))] + 5.
The third term in Eq. (4.12) is the most involved. To begin, we define V(p) :=
Eq-p[d(x, a)d(x,a) ] and apply the following standard bound:

(d(x,a"),4(x) —g"(x)) < H<1> % @)y 9700 =G (x) Hv
LY Hcl)(x, a*)HV( % lg* (x (X)”i/(p)
- zi [b0x, @) s+ % - Np[<¢(x a),*(x) ~ §00)"],
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where the second line follows from the AM-GM inequality. The second term in
Eq. (4.13) matches the bound we desired, so it remains to bound the first term. Let
4°Pt be the following sub-probability measure:

opt( Y . q°"(a)/2
=T 5 ({006, @) — d(x,a), §(x)))’

and let V(§°P') := Eq_gon[d(x, a)Pp(x,a)T]. We clearly have V(p) = V(§°") from
the definition of p (cf. Eq. (4.11)). We observe that

VET) = ) g (@b a)d(xa)’

aEsupp({OPt)
1 — — 1+ Cy‘d(<d)(x,a)—¢(x,a),§(x)>)
— . opt T opt
2 aesu%qopt) AT la)blx a)blx ) A+ 5 (00 @) — d(x,a),g(x)))
1 — _ 1_
=5 9P ()b (x, a)b(x,a)" = EV(qOPt),
a&supp(qOPt)

where the last line uses that A < 1. Since V(q°P!) is positive-definite by construction,
we have that V(p)~! < V(g°P")~! <2 V(q°P)~'. As a result,

’ Hd)(xl a*) Hz\*/(qopt)fl

+ Col/t~d(<cb(x’ a) - d)(xl a*)/ §(x)>) — 112
= Y é(xa )HV(qopt)fl
Copt * d

< — T (d(x,a) — d(x,a%),§(x)), (4.14)

1 12 1
E ’ Hd)(xla )HV(p)*l < ;
1

where the last line uses that Hd_)(x, a*)||2\7(qopt),1 < Copt - d, since " is a Cop-
approximate optimal design for the set {¢(x,a)} _,. Finally, we observe that
the second term in Eq. (4.14) is cancelled out by the forth term in Eq. (4.12).
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Summarizing the bounds on the terms in Eq. (4.12) leads to:

R Copt-d 1  Ceprd 2Cop-d
dec,(¥F) = inf sup sup dec,(S;7,x) < —= +— 4+ —F < P,
K PEALA) ot gy Y 2y 2y v Y

4.7.2.2 Proof of Theorem 4.12

Theorem 4.12. Let 6 < (0,1) be given. With a Cyp-approximate optimal design subroutine
and an appropriate choice for vy > 0, Algorithm 10 ensures that with probability at least
1-59,

Reg . (T) = o( \/Copt AT (Regg, (T) + log(éfl))).

In particular, when invoked with Algorithm 11 (with C = 2) as a subroutine, the algorithm

has

Regs(T) = O(d /T (Regg, (T) +log(s1)) ),

and has per-round runtime O(Tsq + (Top: - d° + d*) - log? (1)) and the maximum memory
O(qu + MOpt +d% + dlog(}))

Proof. Combining Lemma 4.11 with Lemma 4.16, we have

Copt - d
Reg5(T) < 2T ‘; + 2y - Regg, (T) + 64y - log(251) + /8T log(251).

The theorem follows by choosing

1/2
- Copt-dT
Y= Regg, (T) +321og(2571) '

In particular, when Algorithm 11 is invoked as the subroutine with parameter
C =2, we may take Cope = 4d.
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Computational complexity. We now discuss the per-round computational complex-
ity of Algorithm 10. We analyze a variant of the sampling rule specified in Sec-
tion 4.7.4.2 that does not require computation of the normalization constant. Out-
side of the runtime and memory requirements required to compute the barycentric
spanner using Algorithm 11, which are stated in Theorem 4.13, Algorithm 10
uses O(1) calls to the oracle AlgSq to obtain gi(x¢) € R and update ﬂ, and
uses a single call to Alg, to compute a;. With gi¢(x¢) and d;, we can compute
folxe, @) — fulxe @) = (b(xe, @) — Gxe, @), Gelx()) in O(d) time for any a € A;
thus, with the optimal design q;"" returned by Algorithm 11 (represented as a
barycentric spanner), we can construct the sampling distribution p, in O(d?) time.
Sampling from p; takes O(d) time since [supp(p+)| < d+1. This adds up to runtime
O(Tsq+Tope+d?). In terms of memory, calling Alge Jand Alg, , takes O(Msq+Mopt)
units, and maintaining the distribution p. (the barycentric spanner) takes O(d)
units, so the maximum memory (outside of Algorithm 11) is O(Msq + Mop: + d).
The stated results follow from combining the computational complexities analyzed
in Theorem 4.13 , together with the choice of y described above. O

4.7.3 Proofs and Supporting Results for Section 4.4.2

This section of the appendix is dedicated to the analysis of Algorithm 11, and

organized as follows.

e First, in Section 4.7.3.1, we analyze Algorithm 12, a subroutine of Algorithm 11
which implements a linear optimization oracle for the reweighted action set
used in the algorithm.

e Next, in Section 4.7.3.2, we prove Theorem 4.13, the main theorem concerning

the performance of Algorithm 11.

e Finally, in Section 4.7.3.3, we discuss settings in which the initialization step
required by Algorithm 11 can be performed efficiently.
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Throughout this section of the appendix, we assume that the context x € X and
estimator g : X — R%—which are arguments to Algorithm 11 and Algorithm 12—

are fixed.

4.7.3.1 Analysis of Algorithm 12 (Linear Optimization Oracle for Reweighted
Embeddings)

A first step is to construct an (approximate) argmax oracle (after taking absolute
value) with respect to the reweighted embedding ¢. Recall that the goal of Algo-
rithm 12 is to implement a linear optimization oracle for the reweighted embeddings
constructed by Algorithm 11. That is, for any 6 € R?, we would like to compute an

action that (approximately) solves
arg max|(d(x, a),0)| = argmax ($(x, a), 6>2.
acA acA

Define
va) = (p(x,a),0)?, and a*:=argmaxt(a). (4.15)

acA
The main result of this section, Theorem 4.18, shows that Algorithm 12 identifies
an action that achieves the maximum value in Eq. (4.15) up to a multiplicative

constant.

Theorem 4.18. Fix anyn > 0, v € (0,1). Suppose C < \/ (a*) < 1 for some ¢ > 0.
Then Algorithm 12 identifies an action & such that /1( ) = 2. /((a*), and does so with
runtime O((Tope + d) - log(e V' ¢)) and maximum memory O(J\/Eopt +log(eV 3) +d).

Proof of Theorem 4.18. Recall from Eq. (4.5) that we have

<d)(x, a),6>

2
d_)( ’ )/e 2: — - _ )
e <\/1+n<d>(x,a)¢(x,a),§(x)>) 1+n(d(x, @) — d(x,a),g(x))

where @ := argmax__, (d(x, a), g(x)); note that the denominator is at least 1. To
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proceed, we use that for any X € R and Y2 > 0, we have

XZ
V= sup{2eX — 2Y?}.
eeR

Taking X = <d)(x, a), 9> andY? =1+ n<d)(x, a) — ¢(x, a), §(x)> above, we can write

2
B(x.q),0 2 _ ($(x,a),0)
@0 )0 = T 0, @ — bl 01,5000
= sup{2£<d)(x, a),0) — e (L+n{d(x,a) — d(x, a),@(x)>)} (4.16)

eeR

= sup{(d)(x, a),2e0 +ne*g(x)) — e —ne*(d(x, ﬁ),@(x)>}. (4.17)

eeR

The key property of this representation is that for any fixed ¢ € R, Eq. (4.17) is a
linear function of the unweighted embedding ¢, and hence can be optimized using
Alg, .. In particular, for any fixed ¢ € R, consider the following linear optimization
problem, which can be solved by calling Alg,, :

argmax{2£<d)(x, a),0) — e (1+n{d(x,a) — d(x, a),@(x)>)} =: arg max W(q; ¢).

acA aceA

(4.18)

Define

. (9 a*),0)
T 14+n(d(x,a) — d(x,a*),G(x))’

(4.19)

If e* was known (which is not the case, since a* is unknown), we could set ¢ = ¢*
in Eq. (4.18) and compute an action @ := arg max__ , W(a; ¢*) using a single oracle
call. We would then have (a) > W(a;e*) > W(a*;¢*) = (a*), which follows
because ¢* is the maximizer in Eq. (4.16) for a = a*.

To get around the fact that ¢* is unknown, Algorithm 12 performs a grid search

over possible values of ¢. To show that the procedure succeeds, we begin by
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bounding the range of ¢*. With some rewriting, we have

t(a*)

VI+n(blsa) — dlx a%),g(x)

*’_

le

Since 0 < ¢ < 4/t(a*) < 1, we have

G
1+2n

|

<lerl <1

Algorithm 12 performs a (3/4)-multiplicative grid search over the intervals [(, 1]
and [—1, —J, which uses 2 Dog% (Z_lﬂ = O(log(e V %)) grid points. It is immediate
to that the grid contains € € R such that € - e* > 0 and %Ie*! < [g] < |e*]. Invok-
aca WG E)

implies that ((a) > %L(a*). To conclude, recall that Algorithm 12 outputs the

ing Lemma 4.19 (stated and proven in the sequel) with a := arg max

maximizer
d :=argmaxt(a),
aed

where A is the set of argmax actions encountered by the grid search. Since a € A,
we have 1(d) > (a) > %L(a*) as desired.

Computational complexity. Finally, we bound the computational complexity of Algo-
rithm 12. Algorithm 12 maintains a grid of O(log(e\/ 1)) points, and hence calls the
oracle Alg,, , O(log(eV 2)) in total;A this takes O(Top: - log(eV ¢)) time. Computing
the final maximizer from the set A, which contains O(log(e %)) actions, takes
O(dlog(eV T—C‘)) time (compute each (¢ (x, a), 0)? takes O(d) time). Hence, the total
runtime of Algorithm 12 adds up to O((Top + d) - log(e V %)). The maximum
memory requirement is O(Mop: +log(eV 2) + d), follows from calling Alg,, , and
storing &, A and other terms such as g(x), 0,6, d(x, a), d(x, a). H

Supporting Results.

Lemma 4.19. Let ¢* be defined as in Eq. (4.19). Suppose € € R has € - ¢* > 0 and

2le*| < [el < le*|. Then, if @ := argmax_ , W(a; &), we have (@) > ju(a*).
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Proof of Lemma 4.19. First observe that using the definition of .(a), along with Eq. (4.16)
and Eq. (4.18), we have ((a) > W(a;€) > W(a*; ), where the second inequality

uses that @ := argmax . , W(a; €). Since €- ¢* > 0, we have sign(g- (¢(x, a*),0)) =
sign(e* - ($p(x, a*),0)). If sign(€ - (¢p(x, a*),0)) > 0, then since 2[e*| < [¢] < |e*], we

have

W(a%e) =28 (p(x,a),0) — & (1+n{d(x,a) — d(x,a*),g(x)))

> 26 (0(x,a),0) — ()7 (1+n(00x @) — blx, a*),§(x)))
1 <d)(x,a*),9>2 _lt( *)
21060 D) — ¢ a),50) 2"

where we use that 1 + n<<1>(x, a) — ¢(x, a%), §(x)> > 1 for the first inequality and
use the definition of ¢* for the second equality.
On the other hand, when sign (e - (¢(x, a*),0)) < 0, we similarly have

W(a%e) =28 (p(x,a),0) — - (1 +n(d(x,a) — d(x,a*),g(x)))
>2e* - (d(x,a*),0) — (") (1+n(d(x,a) — d(x,a*),§(x))) = t(a*).

Summarizing both cases, we have (a) > ;t(a*). O]

4.7.3.2 Proof of Theorem 4.13

Theorem 4.13. Suppose that Algorithm 11 is invoked with parametersn > 0, r € (0,1),
and C > /2, and that the initialization set 8 satisfies |det(d(x,8))| = r¢. Then the
algorithm returns a C-approximate barycentric spanner with respect to the reweighted
embedding set {b(x,a)} _,, and does so with O((Top: - d° + d*) - log”(e\V/ 1)) runtime
and O(Mop: + d> + dlog(e V L)) memory.

Proof of Theorem 4.13. We begin by examining the range of /1(a*) used in Theo-
rem 4.18. Note that the linear function 0 passed as an argument to Algorithm 11
takes the form ¢(x,a) — det(p(x,8i(a))), ie., (d(x,a),0) = det(d(x,Si(a))),
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where 8;(a) := (aj,...,ai_1,a, ait1,...,aq). For the upper bound, we have

(D(x,a*),0) =Idet(d(x,8i(a))) <[] N6l a)ls <supldlx a)lls <1

ae8i(a*) acA

by Hadamard'’s inequality and the fact that the reweighting appearing in Eq. (4.5)
enjoys ||d(x, a)||2 < ||d(x, a)|2. This shows that y/i(a*) < 1. For the lower bound,
we first recall that in Algorithm 11, the set § is initialized to have |det($(x, 8))| > 79,
and thus |det(d(x, 8))| > 79, where T := ﬁ accounts for the reweighting in
Eq. (4.5). Next, we observe that as a consequence of the update rule in Algorithm 11,
we are guaranteed that |det(dp(x,8))| > 7 across all rounds. Thus, whenever
Algorithm 12 is invoked with the linear function 0 described above, there must
exist an action a € A such that [($(x, a),0)| > ¥¢, which implies that y/1(a*) > 7¢
and we can take ( := 7¢ in Theorem 4.18.

We next bound the number of iterations of the while-loop before the algorithm
terminates. Let C := g - C > 1. At each iteration (beginning from line 3) of
Algorithm 11, one of two outcomes occurs:

1. We find an index i € [d] and an action a € A such that |det(d(x, $i(a)))| >
Cldet(d(x,8))|, and update a; = a.

2. We conclude that sup . , maxiciq |det(d(x, Si(a)))| < Cldet(dp(x,8))| and ter-
minate the algorithm.

We observe that (i) the initial set § has |[det(d(x, 8))| > 7¢ with ¥ = 5 (as

discussed before), (ii) supg CAIS| gldet(d(x,8))] < 1 by Hadamard’s inequality,

and (iii) each update of 8 increases the (absolute) determinant by a factor of C.
Thus, fix any C > V/2, we are guaranteed that Algorithm 11 terminates within
O(dlog(eV 1)) iterations of the while-loop.

We now discuss the correctness of Algorithm 11, i.e., when terminated, the set &
is a C-approximate barycentric spanner with respect to the reweighted embedding
¢. First, note that by Theorem 4.18, Algorithm 12 is guaranteed to identify an action
d € A such that |det(d(x, 8i(d)))| > Cldet(d(x, 8))| as long as there exists an action
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a* € A such that |[det(d(x, 8i(a*)))| > Cldet(dp(x,8))|. As a result, by Observation
2.3 in Awerbuch and Kleinberg (2008), if no update is made and Algorithm 11
terminates, we have identified a C-approximate barycentric spanner with respect
to embedding ¢.

Computational complexity. We provide the computational complexity analysis for

Algorithm 11 in the following. We use @ to denote the matrix whose k-th column
is ¢(x, ax) with ay € 8.

e [nitialization. We first notice that, given ¢(x) € R¢ and
a := argmax,.,($(x, a),g(x)), it takes O(d) time to compute ¢(x, a) for
any a € A. Thus, computing det(®g) and (T)gl takes O(d? + d*) = O(d>)
time, where we use O(d®) (with2 < w < 3) to denote the time of computing
matrix determinant/inversion. The maximum memory requirement is O(d?),

following from the storage of {®(x, a)}qcs and (T)gl.

Outer loops (lines 1-2). We have already shown that Algorithm 13 terminates
within O(dlog(e \VV 1)) iterations of the while-loop (line 2). It is also clear
that the for-loop (line 2) is invoked at most d times.

Computational complexity for lines 3-7. We discuss how to efficiently implement
this part using rank-one updates. We analyze the computational complexity
for each line in the following. The analysis largely follows from the proof of
Lemma 4.15.

- Line 3. Using rank-one update of the matrix determinant (as discussed

in the proof of Lemma 4.15), we have

det(d_)(xl (11), ey (T)(X/ aifl)/Y/ d_)(xl ai+1)/ ey (T)(X/ ad)) = <Yl e>/

where 0 = det(®s) - (Og')"ei. Thus, whenever det(®s) and @5 are
known, compute 6 takes O(d) time. The maximum memory requirement

is O(d?), following from the storage of ®g".
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— Line 4. When 0 is computed, we can compute a by invoking IGW-ArgMax
(Algorithm 12). As discussed in Theorem 4.18, this step takes runtime
O((Topt - d+d?) -log(eV 1)) and maximum memory O(Mop: + dlog(eV
1) + d) (by taking ¢ = 7 as discussed before).

— Line 5. Once 0 and det(®s) are computed, checking the updating criteria
takes O(d) time. The maximum memory requirement is O(d), following

from the storage of ¢(x, a) and 6.

— Line 6. As discussed in the proof of Lemma 4.15, if an update a; = a
is made, we can update det(®g) and @' using rank-one updates with
0O(d?) time and memory.

Thus, using rank-one updates, the total runtime for line 3-7 adds up to O ((Topt-
d+ d?) - log(eV 1)) and maximum memory requirement is O(Mop: + d? +
dlog(eV 1)).

To summarize, Algorithm 13 has runtime O((Top - d°* + d*) - logz(e V 1)) and uses
at most O (Mo + d* + dlog(e V' 1)) units of memory. O

4.7.3.3 Efficient Initializations for Algorithm 11

In this section we discuss specific settings in which the initialization required by
Algorithm 11 can be computed efficiently. For the first result, we let Ball(0, r) :=
{x € R4 | ||x||, < r} denote the ball of radius r in R<.

Example 4.20. Suppose that there exists v € (0,1) such that Ball(0,7) C {¢(x,a) : a €
A}. Then by choosing 8 := {rey, ..., veq} C A, we have |det($p(8))| = rd.

The next example is stronger, and shows that we can efficiently compute a set
with large determinant whenever such a set exists.

Example 4.21. Suppose there exists a set 8* C A such that |det($p(8*))| = 7¢ for some
T > 0. Then there exists an efficient algorithm that identifies a set S C A with |det(d(8))] >

v for v == g5, and does so with runtime O(Toy, - d*log d + d*log d) and memory

O(Mopt + d?).



187

Proof for Example 4.21. The guarantee is achieved by running Algorithm 13 with C =
2. One can show that this strategy achieves the desired approximation guarantee by
slightly generalizing the proof of a similar result in Mahabadi et al. (2019). In more
detail, Mahabadi et al. (2019) study the problem of identifying a subset § C A such
that S| = k and det(®g @s) is (approximately) maximized, where ®5 € RIS
denotes the matrix whose columns are ¢(x,a) for a € 8. We consider the case

when k = d, and make the following observations.

o We have det(®] ®s) = (det(®g))* = (det(d(x,8)))2. Thus, maximizing
det(®g @s) is equivalent to maximizing |det(dp(x, S))|.

e The Local Search Algorithm provided in Mahabadi et al. (2019) (Algorithm
4.1 therein) has the same update and termination condition as Algorithm 13.
As a result, one can show that the conclusion of their Lemma 4.1 also applies
to Algorithm 13.

4.7.4 Other Details for Experiments
4.7.4.1 Basic Details

Datasets. oneshotwiki (Singh et al., 2012; Vasnetsov, 2018) is a named-entity recog-
nition task where contexts are text phrases preceding and following the mention
text, and where actions are text phrases corresponding to the concept names. We
use the python package sentence transformers (Reimers and Gurevych, 2019) to
separately embed the text preceding and following the reference into R7®8, and then
concatenate, resulting in a context embedding in R'>%. We embed the action (men-
tioned entity) text into R and then use SVD on the collection of embedded actions
to reduce the dimensionality to R*°. The reward function is an indicator function
for whether the action corresponds to the actual entity mentioned. oneshotwiki-311
(resp. oneshotwiki-14031) is a subset of this dataset obtained by taking all actions
with at least 2000 (resp. 200) examples.
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amazon-3m (Bhatia et al., 2016) is an extreme multi-label dataset whose contexts
are text phrases corresponding to the title and description of an item, and whose
actions are integers corresponding to item tags. We separately embed the title and
description phrases using sentence transformers, which leads to a context embedding
in R Following the protocol used in Sen et al. (2021), the first 50000 examples are
fully supervised, and subsequent examples have bandit feedback. We use Hellinger
PCA (Lebret and Collobert, 2014) on the supervised data label cooccurrences to
construct the action embeddings in R%°. Rewards are binary, and indicate whether
a given item has the chosen tag. Actions that do not occur in the supervised portion
of the dataset cannot be output by the model, but are retained for evaluation: For
example, if during the bandit feedback phase, an example consists solely of tags
that did not occur during the supervised phase, the algorithm will experience a
reward of 0 for every feasible action on the example. For a typical seed, this results
in roughly 890,000 feasible actions for the model. In the (k = 5,1 = 3) setup, we
take the top-k actions as the greedy slate, and then independently decide whether
to explore for each exploration slot (the bottom r slots). For exploration, we sample

from the spanner set without replacement.

Regression functions and oracles. For bilinear models, regression functions take
the form f(x,a) = (¢(a), Wx), where W is a matrix of learned parameters. For
deep models, regression functions pass the original context through 2 residual
leaky RelLU layers before applying the bilinear layer, f(x, a) = (¢(a), Wg(x)), where
g is a learned two-layer neural network, and W is a matrix of learned parameters.
For experiments with respect to oneshotwiki datasets, we add a learned bias term
for regression functions (same for every action); for experiments with respect
to the amazon-3m dataset, we additionally add an action-dependent bias term
that is obtained from the supervised examples. The online regression oracle is
implemented using PyTorch’s Adam optimizer with log loss (recall that rewards
are 0/1).
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Hyperparameters. For each algorithm, we optimize its hyperparameters using
random search (Bergstra and Bengio, 2012). Speccifically, hyperparameters are
tuned by taking the best of 59 randomly selected configurations for a fixed seed
(this seed is not used for evaluation). A seed determines both dataset shuffling,
initialization of regressor parameters, and random choices made by any action

sampling scheme.

Evaluation. We evaluate each algorithm on 32 seeds. All reported confidence
intervals are 90% bootstrap Cls for the mean.

4.7.4.2 Practical Modification to Sampling Procedure in SpannerlGW

For experiments with SpannerlGW, we slightly modify the action sampling distribu-
tion so as to avoid computing the normalization constant A. First, we modify the
weighted embedding scheme given in Eq. (4.5) using the following expression:

d_)(xt, a) = d(x¢, a)

-~

\/1 +d+ %(%\t(xt/a\t) — fe(xy, a))

We obtain a 4d-approximate optimal design for the reweighted embeddings by first
computing a 2-approximate barycentric spanner 8, then taking q*' := unif(8). To
proceed, let d; := argmax__, £l (xt, a) and d := [SU{a}}|. We construct the sampling
distribution p; € A(A) as follows:

d+5 (ft (xt,a¢)—fe(xe,a)

e Setp.(a) = 1 ) for each a € supp(8).

e Assign remaining probability mass to a.

With a small modification to the proof of Lemma 4.11, one can show that this
construction certifies that dec, (F) = O (%2) . Thus, the regret bound in Theorem 4.12
holds up to a constant factor. Similarly, with a small modification to the proof of
Theorem 4.13, we can also show that —with respect to this new embedding—
Algorithm 11 has O((To,: - d® + d?) - log (‘de)) runtime and O(Mop: + d? +
dlog(‘”wd)) memory.
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4.7.4.3 Timing Information

Table 4.4: Per-example inference timings for oneshotwiki-14031. CPU timings use
batch size 1 on an Azure STANDARD_D4_V2 machine. GPU timings use batch size
1024 on an Azure STANDARD_NC6S_V2 (Nvidia P100-based) machine.

Algorithm CPU GPU

e-Greedy 2ms 10 ps
SpannerGreedy 2ms 10 us
SquareCB 2ms 10 us
SpannerlGW  25ms 180 us

Table 4.4 contains timing information the oneshotwiki-14031 dataset with a bilinear
model. The CPU timings are most relevant for practical scenarios such as informa-
tion retrieval and recommendation systems, while the GPU timings are relevant
for scenarios where simulation is possible. Timings for SpannerGreedy do not in-
clude the one-time cost to compute the spanner set. Timings for all algorithms use
precomputed context and action embeddings. For all but algorithms but Spanner-
IGW, timings reflect the major bottleneck of computing the argmax action, since
all subsequent steps take O(1) time with respect to |A|. In particular, SquareCB is
implemented using rejection sampling, which does not require explicit construction
of the action distribution. For SpannerlGW, the additional overhead is due to the

time required to construct an approximate optimal design for each example.
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4.7.4.4 Additional Figures

0.4 -
© 0.3 1
o ] —_— k=1
E 0.2-_ k=5,r=3
0.1 A
OO | T /' T T T
0.0 0.5 1.0 1.5
examples le6

Figure 4.1: Performance of SpannerGreedy on amazon-3m.

In Fig. 4.1, we show the empirical performance of SpannerGreedy on amazon-3m.
Confidence intervals are rendered, but are but too small to visualize. For (k = 1),
the final CI is [0.1041,0.1046], and for (k = 5, r = 3), the final CI is [0.438, 0.440].
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5 CONTEXTUAL BANDITS WITH SMOOTH REGRET

Designing efficient general-purpose contextual bandit algorithms that work with
large—or even continuous—action spaces would facilitate application to important
scenarios such as information retrieval, recommendation systems, and continuous
control. While obtaining standard regret guarantees can be hopeless, alternative
regret notions have been proposed to tackle the large action setting. We propose a
smooth regret notion for contextual bandits, which dominates previously proposed
alternatives. We design a statistically and computationally efficient algorithm—for
the proposed smooth regret—that works with general function approximation
under standard supervised oracles. We also present an adaptive algorithm that
automatically adapts to any smoothness level. Our algorithms can be used to
recover the previous minimax/Pareto optimal guarantees under the standard regret,
e.g., in bandit problems with multiple best arms and Lipschitz/Hélder bandits.
We conduct large-scale empirical evaluations demonstrating the efficacy of our
proposed algorithms.

5.1 Introduction

Contextual bandits concern the problem of sequential decision making with con-
textual information. Provably efficient contextual bandit algorithms have been
proposed over the past decade (Langford and Zhang, 2007; Agarwal et al., 2014;
Foster and Rakhlin, 2020; Simchi-Levi and Xu, 2021; Foster and Krishnamurthy,
2021). However, these developments only work in setting with a small number
of actions, and their theoretical guarantees become vacuous when working with
a large action space (Agarwal et al., 2012). The hardness result can be intuitively
understood through a “needle in the haystack” construction: When good actions
are extremely rare, identifying any good action demands trying almost all alter-
natives. This prevents naive direct application of contextual bandit algorithms to

large action problems, e.g., in information retrieval, recommendation systems, and
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continuous control.

To bypass the hardness result, one approach is to assume structure on the model
class. For example, in the standard linear contextual bandit (Auer, 2002; Chu
et al., 2011; Abbasi-Yadkori et al., 2011), learning the d components of the reward
vector—rather than examining every single action—effectively guides the learner
to the optimal action. Additional structural assumptions have been studied in
the literature, e.g., linearly structured actions and general function approximation
(Foster et al., 2020a; Xu and Zeevi, 2020), Lipschitz/Ho6lder regression functions
(Kleinberg, 2004; Hadiji, 2019), and convex functions (Lattimore, 2020). While
these assumptions are fruitful theoretically, they might be violated in practice.

An alternative approach is to compete against a less demanding benchmark.
Rather than competing against a policy that always plays the best action, one can
compete against a policy that plays the best smoothed distribution over the actions:
a smoothed distribution—by definition—cannot concentrate on the best actions
when they are in fact rare. Thus, for the previously mentioned “needle in the
haystack” construction, the benchmark is weak as well. This de-emphasizes such
constructions and focuses algorithm design on scenarios where intuition suggests
good solutions can be found without prohibitive statistical cost.

Contributions. We study large action space problems under an alternate notion
of regret. Our first contribution is to propose a novel benchmark—the smooth
regret—that formalizes the “no needle in the haystack” principle. We also show
that our smooth regret dominates previously proposed regret notions along this
line of work (Chaudhuri and Kalyanakrishnan, 2018; Krishnamurthy et al., 2020;
Majzoubi et al., 2020), i.e., any regret guarantees with respect to the smooth regret
automatically holds for these previously proposed regrets.

We design efficient algorithms that work with the smooth regret and general
function classes. Our first proposed algorithm, SmoothIGW, works with any fixed
smoothness level h > 0, and is efficient—Dboth statistically and computationally—
whenever the learner has access to standard oracles: (i) an online regression oracle

for supervised learning, and (ii) a simple sampling oracle over the action space.
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Statistically, SmoothIGW achieves /T/h-type regret for whatever action spaces;
here 1/h should be viewed as the effective number of actions. Such guarantees
can be verified to be minimax optimal when related back to the standard regret.
Computationally, the guarantee is achieved with O(1) operations with respect to
oracles, which can be usually efficiently implemented in practice. Our second
algorithm is a master algorithm which combines multiple SmoothIGW instances to
compete against any unknown smoothness level. We show this master algorithm is
Pareto optimal.

With our smooth regret and proposed algorithms, we exhibit guarantees under
the standard regret in various scenarios, e.g., in problems with multiple best actions
(Zhu and Nowak, 2020) and in problems when the expected payoff function satisfies
structural assumptions such as Lipchitz/Holder continuity (Kleinberg, 2004; Hadjiji,
2019). Our algorithms are minimax/Pareto optimal when specialized to these
settings.

5.1.1 Organization

We introduce our smooth regret in Section 5.2, together with statistical and com-
putational oracles upon which our algorithms are built. In Section 5.3, we present
our algorithm SmoothIGW, which illustrates the core ideas of learning with smooth
regret at any fixed smoothness level. Built upon SmoothlGW, in Section 5.4, we
present a CORRAL-type of algorithm that can automatically adapt to any unknown
smoothness level. In Section 5.5, we connect our proposed smooth regret to the
standard regret over various scenarios. We present empirical results in Section 5.6,

and close with a discussion in Section 5.7. We defer most proofs to Section 5.8.

5.2 Problem Setting

We consider the following standard contextual bandit problems. At any time step
t € [T], nature selects a context x; € X and a distribution over loss functions
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¢, : A — [0, 1] mapping from the (compact) action set A to a loss value in [0, 1].!
Conditioned on the context x., the loss function is stochastically generated, i.e.,
€ ~ Pg, (- | x¢). The learner selects an action a; € A based on the revealed context x,
and obtains (only) the loss £, (a.) of the selected action. The learner has access to a
set of measurable regression functions 5 C (X x A — [0, 1]) to predict the loss of
any context-action pair. We make the following standard realizability assumption
studied in the contextual bandit literature (Agarwal et al., 2012; Foster et al., 2018;
Foster and Rakhlin, 2020; Simchi-Levi and Xu, 2021).

Assumption 5.1 (Realizability). There exists a regression function f* € F such that
Elti(a) | x¢] = f*(x¢, a) for any a € A and across all t € [T].

The smooth regret. Let (A, ) be a measurable space of the action set and p be
a base probability measure over the actions. Let Q;, denote the set of probability
measures such that, for any measure Q € Qy, the following holds true: (i) Q is
absolutely continuous with respect to the base measure y, i.e., Q < p; and (ii)
The Radon-Nikodym derivative of Q with respect to p is no larger than 4, i.e.,
fﬁ— < 1/h. We call Qy, the set of smoothing kernels at smoothness level h, or simply
put the set of h-smoothed kernels. For any context x € X, we denote by Smooth, (x)
the smallest loss incurred by any h-smoothed kernel, i.e.,

Smoothy (x) := inf Eq, q[f*(x,a)l.

Q€en

Rather than competing with arg min __ , f*(x, a)—an impossible job in many cases—

acA
we take Smoothy, (x) as the benchmark and define the smooth regret as follows:

RegCB,h(T) =E

t

*(x¢, ay) — Smoothy, (x¢) |- (5.1)

T
=1

For the convenience of leveraging existing results, in this chapter, we consider loss functions
instead of reward functions. Nevertheless, for any action a € A, its reward can be calculated as
re(a) =1—"{e(a) € [0,1].
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One important feature about the above definition is that the benchmark Smoothy, (x)
automatically adapts to the context x.: This gives the benchmark more power and
makes it harder to compete against. In fact, our smooth regret dominates many
existing regret measures with easier benchmarks. We provide some examples in
the following.

e Chaudhuri and Kalyanakrishnan (2018) propose the quantile regret, which
aims at competing with the lower h-quantile of the loss function, i.e., v (x) :=
inf{C : ula € A : f*(x,a) < ¢) > h}. Consider 8y :={a € A : f*(x,a) <
v (x)} such that u(8,,) > h. Let Qy, := s, /1t(8n) denote the (normalized)
probability measure after restricting i onto 8;,. Since Q, € Qy,, we clearly
have Smoothy (x) < anéh[f*(x, a)] < vn(x). Besides, the (original) quantile
was only studied in the non-contextual case.

o Krishnamurthy et al. (2020) study a notion of regret that is smoothed in a dif-
ferent way: Their regret aims at competing with a known and fixed smoothing
kernel (on top of a fixed policy set) with Radon-Nikodym derivative at most
1/h. Our benchmark is clearly harder to compete against since we consider
any smoothing kernel with Radon-Nikodym derivative at most 1/h.

Besides being more competitive with respect to above benchmarks, smooth regret
can also be naturally linked to the standard regret under various settings previ-
ously studied in the bandit literature, e.g., in the discrete case with multiple best
arms (Zhu and Nowak, 2020) and in the continuous case with Lipschitz/Ho6lder
continuous payoff functions (Kleinberg, 2004; Hadiji, 2019). We provide detailed

discussion in Section 5.5.

5.2.1 Computational Oracles

The first step towards designing computationally efficient algorithms is to iden-
tify reasonable oracle models to access the sets of regression functions or actions.

Otherwise, enumeration over regression functions or actions (both can be expo-
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nentially large) immediately invalidate the computational efficiency. We consider

two common oracle models: a regression oracle and a sampling oracle.

The regression oracles. A fruitful approach to designing efficient contextual ban-
dit algorithms is through reduction to supervised regression with the class I (Foster
and Rakhlin, 2020; Simchi-Levi and Xu, 2021; Foster et al., 2020a, 2021a). Following
Foster and Rakhlin (2020), we assume that we have access to an online regression
oracle Algg , which is an algorithm for sequential predication under square loss.
More specifically, the oracle operates in the following protocol: At each round
t € [T], the oracle makes a prediction ﬂ, then receives context-action-loss tuple
(x¢, at, €e(ai)). The goal of the oracle is to accurately predict the loss as a function
of the context and action, and we evaluate its performance via the square loss
(ﬂ(xt, ai) — £i(at))?. We measure the oracle’s cumulative performance through
the square-loss regret to J, which is formalized below.

Assumption 5.2. The regression oracle Algg, guarantees that, with probability at least
1 — 9, for any (potentially adaptively chosen) sequence {(x¢, a, Et(at))}Ll,

T R 5 T
E Z (ft(xt/ ay) — Et(at)> - %2;2(“7%/ ay) — Et(at))z < Regsq(T, d),
t=1 t=1

for some (non-data-dependent) function Regg (T, ).

Sometimes it’s useful to consider a weighted regression oracle, where the square
errors are weighted differently. It is shown in Foster et al. (2020a) (Theorem 5
therein) that any regression oracle satisfies Assumption 5.2 can be used to generate
a weighted regression oracle that satisfies the following assumption.
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Assumption 5.3. The regression oracle Algg, guarantees that, with probability at least
1 — 9, for any (potentially adaptively chosen) sequence {(wy, x¢, at, £ (ay) )}Ll,

Zwt (ft X, ap) — € (ayg ) — inf Zwt (x¢, ay) — £ (at))

fed
t=1

<
E {{Iel%wt} Regg, (T, 5),

for some (non-data-dependent) function Regg (T, d).

For either regression oracle, we let Js, denote an upper bound on the time to
(i) query the oracle’s estimator ﬁ with context-action pair (x¢, a) and receive its
predicated value ﬂ (x¢,a) € [0,1]; (ii) query the oracle’s estimator ﬂ with context x
and receive its argmin action a; = argmin__, ﬂ(xt, a); and (iii) update the oracle
with example (x, ai, 7¢(a)). We let Msq denote the maximum memory used by
the oracle throughout its execution.

Online regression is a well-studied problem, with known algorithms for many
model classes (Foster and Rakhlin, 2020; Foster et al., 2020a): including linear
models (Hazan et al., 2007), generalized linear models (Kakade et al., 2011), non-
parametric models (Gaillard and Gerchinovitz, 2015), and beyond. Using Vovk’s
aggregation algorithm (Vovk, 1998), one can show that Regg q (T,8) = O(log(1F1/9))
for any finite set of regression functions J, which is the canonical setting studied
in contextual bandits (Langford and Zhang, 2007; Agarwal et al., 2012). In the
following of this chapter, we use abbreviation Regg, (T) := Regg, (T, T1), and will
keep the Regsq(T) term in our regret bounds to accommodate for general set of

regression functions.

The sampling oracles. In order to design algorithms that work with large/contin-
uous action spaces, we assume access to a sampling oracle Algg, . to get access to
the action space. In particular, the oracle Algg_ . returns an action a ~ prandomly
drawn according to the base probability measure p over the action space A. We let
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Tsample denote a bound on the runtime of single query to the oracle; and let Msampie

denote the maximum memory used by the oracle.

Representing the actions. We use b4 to denote the number of bits required to
represent any action a € A, which scales with O(log|A[) with a finite set of actions
and O(d) for actions represented as vectors in R9. Tighter bounds are possible
with additional structual assumptions. Since representing actions is a minimal
assumption, we hide the dependence on b4 in big-O notation for our runtime and

memory analysis.

5.3 Efficient Algorithm with Smooth Regret

We design an oracle-efficient (SmoothIGW, Algorithm 14) algorithm that achieves a
VT-type regret under the smooth regret defined in Eq. (5.1). We focus on the case
when the smoothness level h > 0 is known in this section, and leave the design of
adaptive algorithms in Section 5.4.

Algorithm 14 contains the pseudo code of our proposed SmoothIGW algorithm,
which deploys a smoothed sampling distribution to balance exploration and ex-
ploitation. At each round t € [T], the learner observes the context x, from the
environment and obtains the estimator f, from the regression oracle Algg . It then
constructs a sampling distribution P; by mixing a smoothed distribution constructed
using the inverse gap weighting (IGW) technique (Abe and Long, 1999; Foster and
Rakhlin, 2020) and a delta mass at the greedy action a; := argmin__, fu(xe, a).
The algorithm samples an action a; ~ Py and then update the regression oracle
Algg, . The key innovation of the algorithm lies in the construction of the smoothed
IGW distribution, which we explain in detail next.

Smoothed variant of IGW. The IGW technique was previously used in the finite-
action contextual bandit setting (Abe and Long, 1999; Foster and Rakhlin, 2020),
which assigns a probability mass to every action a € A inversely proportional to the

~ ~

estimated loss gap (f(x, a) — f(x, @)). To extend this strategy to continuous action
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Algorithm 14 SmoothIGW

Input: Exploration parameter y > 0, online regression oracle Algg,.
1: fort=1,2,...,Tdo
2. Observe context x.
Receive f; from regression oracle Algy,.

3
4 Getd, + argmin__, £ (x4, ).
5:  Define

Pii= M+ (1 — M¢(A)) - L5, (5.2)

where M, is the measure defined in Eq. (5.4)

6:  Sample a; ~ P, and observe loss {(a¢). // This can be done efficiently via
Algorithm 15.

7. Update AlgSq with (x¢, at, & (ay))

spaces we leverage Radon-Nikodym derivatives. Fix any constant y > 0, we define
a IGW-type function as

1
m(a) := — — —. (5.3)
1+ hy(fe(xe, a) — fi(xe, ai))
For any w € Q, we then define a new measure
M (w) == J m(a) du(a) (5.4)
acw
of the measurable action space (A, Q), where m(a) = %(a) serves as the Radon-

Nikodym derivative between the new measure M and the base measure . Since
m¢(a) < 1 by construction, we have M(A) < 1, i.e., M, is a sub-probability
measure. SmoothlGW plays a probability measure Py € A(A) by mixing the sub-
probability measure M with a delta mass at the greedy action @, as in Eq. (5.2).

Efficient sampling. We now discuss how to sample from the distribution of
Eq. (5.2) using a single call to the sampling oracle, via rejection sampling. We

first randomly sample an action a ~ u from the sampling oracle Algg, . and
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Algorithm 15 Rejection Sampling for IGW

Input: Sampling oracle Algg, .., greedy action a;, Radon-Nikodym derivative
me(a).

1: Draw a ~ u from sampling oracle Algg, .
2: Sample Z from a Bernoulli random distribution with mean m(a).
3: if Z =1 then
4:  Take action a.
5: else

6: Take action a;.

with respect to the base measure p. We then compute m.(a) in Eq. (5.3) with two
evaluation calls to ﬂ, one at ﬂ(xt, a) and the other at ﬂ (xt, a¢). Finally, we sample
a random variable Z from a Bernoulli distribution with expectation m(a) and play
either action a; or action a depending upon the realization of Z. One can show that
the sampling distribution described above coincides with the distribution defined
in Eq. (5.2) (Proposition 5.4).> We present the pseudo code for rejection sampling
in Algorithm 15.

Proposition 5.4. The sampling distribution generated from Algorithm 15 coincides with
the sampling distribution defined in Eq. (5.2).

Proof of Proposition 5.4. Let P, denote the sampling distribution achieved by Algo-

rithm 15. For any w € Q, if a; ¢ w, we have

Pe(w) = J me(a) du(a) = My (w)
acw

Now suppose that a; € w: Then the rejection probability, which equals
Eq-p[l —my(a)] =1 — My(A), will be added to the above expression. O

We now state the regret bound for SmoothIGW in the following.

2The same idea can be immediately applied to the case of sampling from the IGW distribution
with finite number of actions (Foster and Rakhlin, 2020).
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Theorem 5.5. Fix any smoothness level h € (0, 1]. With an appropriate choice for y > 0,
Algorithm 14 ensures that

RegCB,h(T) < \/4T Regg, (T)/h,

with per-round runtime O(Tsq + Tsample) and maximum memory O(Msq + Msample)-

Key features of Algorithm 14. Algorithm 14 achieves 6(\/W) regret, which
has no dependence on the number of actions.® This suggests the Algorithm 14 can
be used in large action spaces scenarios and only suffer regret scales with 1/h: the
effective number of actions considered for smooth regret. We next highlight the
statistical and computational efficiencies of Algorithm 14.

e Statistical optimality. It’s not hard to prove a ﬁ(\/W) lower bound for the
smooth regret by relating it to the standard regret under a contextual bandit
problem with finite actions: (i) the smooth regret and the standard regret
coincides when h = 1/|A|; and (ii) the standard regret admits lower bound
Q( \/W ) (Agarwal et al., 2012). In Section 5.5, we further relate our smooth
regret guarantee to standard regret guarantee under other scenarios and

recover the minimax bounds.

o Computational efficiency. Algorithm 14 is oracle-efficient and enjoys per-round
runtime and maximum memory that scales linearly with oracle costs. To our
knowledge, this leads to the first computationally efficient general-purpose
algorithm that achieves a v/T-type guarantee under smooth regret. The previ-
ously known efficient algorithm applies an e-Greedy-type of strategy and thus
only achieves a T?/3-type regret (Majzoubi et al. (2020), and with respect to a
weaker version of the smooth regret).

Proof sketch for Theorem 5.5. To analyze Algorithm 14, we follow a recipe in-
troduced by Foster and Rakhlin (2020); Foster et al. (2020a, 2021b) based on the

3We focus on the canonical case studied in contextual bandits with a finite F, and view
Regs, (T) = O(log|F1).
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Decision-Estimation Coefficient (DEC, adjusted to our setting), defined as dec, (F) :=

SUpz dec, (F; ?,x), where

decy(?;%\,x) = Peigl(fﬂ) fs*lé}; Eq-p |f*(x,a*) — Smoothy (x) — % . (1?(7(, a) — f(x, (1))2 .
(5.5)

Foster and Rakhlin (2020); Foster et al. (2020a, 2021b) consider a meta-algorithm
which, at each round t, (i) computes fu by appealing to a regression oracle, (ii)
computes a distribution Py € A(A) that solves the minimax problem in Eq. (5.5)
with x; and ﬂ plugged in, and (iii) chooses the action a; by sampling from this
distribution. One can show that for any y > 0, this strategy enjoys the following
regret bound:

Regcp ,,(T) S T-decy(F) +v - Regg,(T), (5.6)

More generally, if one computes a distribution that does not solve Eq. (5.5) exactly,
but instead certifies an upper bound on the DEC of the form dec, () < Ey (F),
the same result holds with dec, (J) replaced by dec, (9). Algorithm 14 is a special
case of this meta-algorithm, so to bound the regret it suffices to show that the
exploration strategy in the algorithm certifies a bound on the DEC.

By applying principles of convex conjugate, we show that the IGW-type dis-
tribution of Eq. (5.2) certifies dec, (F) < h% for any set of regression functions F
(Lemma 5.12, deferred to Section 5.8.1.1). With this bound on DEC, We can then
bound the first term in Eq. (5.6) by O(%) and optimally tune y in Eq. (5.6) to
obtain the desired regret guarantee.

Deriving the bound on the DEC is one of our key technical contributions, where
we simultaneous eliminate the dependence on both the function class and (cardi-
nality of) the action set. Previous bounds on the DEC assume either a restricted
function class J or a finite action set.
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54 Adapting to Unknown Smoothness Parameters

Our results in Section 5.3 shows that, with a known h, one can achieve smooth
regret proportional to /T/h against the optimal smoothing kernel in Qy,. The total
loss achieved by the learner is the smooth regret plus the total loss suffered by
playing the optimal smoothing kernel. One can notice that these two terms go
into different directions: When h gets smaller, the loss suffered by the optimal
smoothing kernel gets smaller, yet the regret term gets larger. It is apriori unclear
how to balance these terms, and therefore desirable to design algorithms that can
automatically adapt to an unknown h € (0,1]. Note it is sufficient to adapt to
unknown h € [1/T, 1], as the regret bound is vacuous for h < 1/T. We provide

such an algorithm in this section.

The CORRAL master algorithm. Our algorithm follows the standard master-base
algorithm structure: We run multiple base algorithms with different configurations
in parallel, and then use a master algorithm to conduct model selection on top
of base algorithms. The goal of the master algorithm is to balance the regret
among base algorithms and eventually achieve a performance that is “close” to the
best base algorithm (whose identity is unknown). We use the classical CORRAL
algorithm (Agarwal et al., 2017) as the master algorithm and initiate a collection
of B = [log T| (modified) Algorithm 14 as base algorithms. More specifically, for
b=1,2,...,B, each base algorithm is initialized with smoothness level hy, = 2-b,
For any h* € [1/T, 1], one can notice that there exists a base algorithm i* that suits
well to this (unknown) h* in the sense that hy+ < h* < 2hy,+. The goal of the master
algorithm is thus to adapt to the base algorithm indexed by b*.

We provide a brief description of the CORRAL master algorithm, and direct the
reader to Agarwal et al. (2017) for more details. The master algorithm maintains a
distribution q, € A([B]) over base algorithms. At each round, the master algorithm
sample a base algorithm I; ~ q and passes the context x, the sampling probability
q¢,1, and parameter p.;, = 1/mini¢ g1, into the base algorithm I;. The base

algorithm I; then performs its learning process: it samples an arm a, observes its



205

loss £ (ay,1,), and then updates its internal state. The master algorithm is updated

with respect to the importance-weighted loss % and parameter py 1,. In order to
it

obtain theoretical guarantees, the base algorithms are required to be stable, which

is defined as follows.

Definition 5.6. Suppose the base algorithm indexed by b satisfies—when implemented
alone—regret guarantee Regcg, (T) < Ry (T) for some non-decreasing Ry (T) : Ny —
R,. Let Reg, ,, denote the importance-weighted regret for base algorithm b, i.e.,

T

Reglmplhb (T)=E Z M

(f*(x¢, ar) — Smoothy,, (x¢)) |-
o1 dev

The base algorithm b is called (e, Ry (T)) stable if Reg, 1, (T) < E[p$,]Ry(T).

A stable base algorithm. Our treatment is inspired by Foster et al. (2020a). Let
(T1,T2,...) C [T] denote the time steps when the base algorithm b is invoked, i.e.,
when [; = b. When invoked, the base algorithm receives (x¢, q¢v, Pt,b) from the
master algorithm. The base algorithm then sample from a distribution similar to

Eq. (5.2) but with a customized learning rate v, = \/ 8T/(hy - prb - Regg, (T)).
After observing the loss {,(a: ), the base algorithm then updates the weighted
regression oracle satisfying Assumption 5.3. Our modified algorithm is summarized
in Algorithm 16.
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Algorithm 16 Stable Base Algorithm (Index b)

Input: Weighted online regression oracle Algg_ .

1: Initialize weighted regression oracle Algg,.

2: fort ¢ (Tl,Tz, .. ) do

3:  Receive context x, probability q, and parameter p from the master algo-
rithm.
Receive fi, from the weighted online regression oracle Algg,.

Get dyp «+ argmin__, fiu(xe, a).

Define yyp := \/ST/(hb “prp - Regg (T)) and wep == 1(It = b) - Y0/ -

Define Py, := Mp + (1 —Myp(A)) - I, , according to Eq. (5.2) but with vy,

defined above.

8:  Sample a, ~ Pyp and observe loss {i(ayp). // This can be done efficiently
via Algorithm 15.

9:  Update the weighted regression oracle AlgSq with (Wep, x¢, a, de(agp))

Proposition 5.7. For any b € [B], Algorithm 16 is (%, \/ 4T RegSq (T)/ hb>—stable, with
per-round runtime O(Tsq + Tsample) and maximum memory O(Msq + Msample)-

We now provide our model selection guarantees that adapt to unknown smooth-
ness parameter h € (0, 1]. The result directly follows from combining the guarantee
of CORRAL (Agarwal et al., 2017) and our stable base algorithms.

Theorem 5.8. Fix learning raten € (0, 1], the CORRAL algorithm with Algorithm 16 as
base algorithms guarantees that

~ /1 TReg. (T)

Reg .. (T) =0 (— + &),Vh € (0, 11.

2 n h

The CORRAL master algorithm has per-round runtime 6(‘qu + Tsample) and maximum
memory 6(qu + Msample)-

Remark 5.9. We keep the current form of Theorem 5.8 to better generalize to other set-
tings, as explained in Section 5.5. With a slightly different analysis, we can recover the
O(T™sh—B (log|F I)%) quarantee for any (3 € [0, 11, which is known to be Pareto optimal
(Krishnamurthy et al., 2020). We provide the proofs for this result in Section 5.8.2.2.
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5.5 Extensions to Standard Regret

We extend our results to various settings under the standard regret guarantee,
including the discrete case with multiple best arms, and the continuous case un-
der Lipschitz/Holder continuity. Our results not only recover previously known
minimax/Pareto optimal guarantees, but also generalize existing results in various
ways.

Although our guarantees are stated in terms of the smooth regret, they are
naturally linked to the standard regret among various settings studied in this
section. We thus primarily focus on the standard regret in this section. Let
f*(x¢, a) denote the best action under context x;. The standard

L 1
ay == argmin__,

(expected) regret is defined as

We focus on the canonical case with a finite set of regression functions J and
consider Regsq("f) O(log(|FIT)) (Vovk, 1998).

5.5.1 Discrete Case: Bandits with Multiple Best Arms

Zhu and Nowak (2020) study a non-contextual bandit problem with a large (dis-
crete) action set A which might contain multiple best arms. More specifically,
suppose there exists a subset of optimal arms A* C A with cardinalities |A*] = K*
and |A| = K, the goal is to adapt to the effective number of arms K and minimize
the standard regret. Note that one could have 3 < K when K* is large.

Existing Results. Suppose = = O(T%) for some « € [0,1]. Zhu and Nowak
(2020) shows that: (i) when « is known, the minimax regret is O(T1+%)/2); and (ii)
when o is unknown, the Pareto optimal regret can be described by
(N)(max{TB,T”"‘*B}) forany g € [0,1).

Our Generalizations. We extend the problem to the contextual setting: We

use Ay, C A to denote the subset of optimal arms with respect to context x, and
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analogously assume that inf, c|A%| = K* and % =T

Since & represents the proportion of actions that are optimal, by setting h =
K?* = T~ (and under uniform measure), we can then relate the standard regret
to the smooth regret, i.e., Reg(T) = Regcg 1, (T). In the case when « is known,
Theorem 5.5 implies that Reg(T) = O(T!+%/21og"/?(|F|T)). In the case with

unknown «, by setting 1 = T~ P in Theorem 5.8, we have
Reg;(T) = O(max(TP, T * Plog(|FIT))).

These results generalize the known minimax/Pareto optimal results in Zhu and

Nowak (2020) to the contextual bandit case, up to logarithmic factors.

5.5.2 Continuous Case: Lipschitz/Hdélder Bandits

Kleinberg (2004); Hadjiji (2019) study non-contextual bandit problems with (non-
contextual) mean payoff functions f*(a) satisfying Holder continuity. More specifi-
cally, let A = [0, 1] (with uniform measure) and L, x > 0 be some Holder smooth-
ness parameters, the assumption is that

If*(a) — f*(a’)] < Lla —a'|%,

for any a,a’ € A. The goal is to adapt to provide standard regret guarantee that
adapts to the smoothness parameters L and «.

Existing Results. In the case when L, « are known, Kleinberg (2004) shows
that the minimax regret scales as ©(LY/ 2x+DT(+1)/(2e+1)); in the case with un-
known L, «, Hadjiji (2019) shows that the Pareto optimal regret can be described by
0 (max{T#, L/ 1+ T1=5P}) for any B € [3, 1.

Our Generalizations. We extend the setting to the contextual bandit case and
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make the following analogous Holder continuity assumption,* i.e.,
lf*(x,a) —f*(x,a’)| < Lla—d'|*, Vxe&X.

We first divide the action set A = [0, 1] into B = [1/h] consecutive intervals {I,}5_,
such that I, = [(b — 1)h,bh]. Let b; denote the index of the interval where the
best action aj := argmin__, f*(x¢, a) lies into, i.e., ai € I,,. Our smooth regret
(at level h) provides guarantees with respect to the smoothing kernel unif(Iy, ).
Since we have Ea-unif(1,, ) [f*(x¢, a)] < f*(xy, af) + Lh* under Holder continuity, the

following guarantee holds under the standard regret
Reg 5 (T) < Regcg, (T) + Lh*T. (5.7)

When L, x are known, setting h = © (L %/ (2e+ 1T~/ (2e+1) log!/(2ectl) (IF1T)) in Theo-
rem 55 (together with Eq. (5.7)) leads to regret guarantee
O (LY et T et 1)/ o) oo (/208 (|57T)) which is nearly minimax optimal (Klein-
berg, 2004). In the case when L, a are unknown, setting n = TP in Theorem 5.8
(together with Eq. (5.7)) leads to

Regp(T) = O (max{TP, L/ (20T e5sP log®/ (17T } ),

which matches the Pareto frontier obtained in Hadiji (2019) up to logarithmic
factors.

5.6 Experiments

In this section we compare our technique empirically with prior art from the bandit
and contextual bandit literature. Code to reproduce these experiments is available
at https://github.com/pmineiro/smoothcb.

The special case with Lipschitz continuity (« = 1) has been previously studied in the contextual
setting, e.g., see Krishnamurthy et al. (2020).
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5.6.1 Comparison with Bandit Prior Art

3000
Y 2000
(@)
g
1000 = 0ours
0 empMOSS++
0 25000 50000 75000 100000

time
Figure 5.1: Comparison of regret on a bandit dataset with a discrete action space.

We replicate the real-world dataset experiment from Zhu and Nowak (2020). The
dataset consists of 10025 captions from the New Yorker Magazine Cartoon Caption
Contest and associated average ratings, normalized to [0, 1]. The caption text is
discarded resulting in a non-contextual bandit problem with 10025 arms. When an
arm is chosen, the algorithm experiences a Bernoulli loss realization whose mean
is one minus the average rating for that arm. The goal is to experience minimum
regret over the planning horizon T = 10°. There are 54 arms in the dataset that
have the minimal mean loss of 0.

For our algorithm, we used the uniform distribution over [1,2,...,|All as a
reference measure, for which O(1) sampling is available. We instantiated a tabular
regression function, i.e., for each arm we maintained the empirical loss frequency
observed for that arm. We use CORRAL with learning rate 1 = 1 and instantiated 8
subalgorithms with yh geometrically evenly spaced between 10° and 10°. These
were our initial hyperparameter choices, but they worked well enough that no
tuning was required.
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In Fig. 5.1, we compare our technique with empMOSS++, the best performing
technique from Zhu and Nowak (2020). We plot the regret for both algorithms
(smaller is better). Following the display convention of Zhu and Nowak (2020),
shaded areas in the plot represent 0.5 standard deviation (i.e., it captures around
38% confidence region). Our technique is statistically equivalent.

5.6.2 Comparison with Contextual Bandit Prior Art

We replicate the online setting from Majzoubi et al. (2020), where 5 large-scale
OpenML regression datasets are converted into continuous action problems on
[0, 1] by shifting and scaling the target values into this range. The context x is a mix
of numerical and categorical variables depending upon the particular OpenML
dataset. For any example, when the algorithm plays action a and the true target is
y, the algorithm experiences loss [y — a| as bandit feedback.

We use Lebesgue measure on [0, 1] as our reference measure, for which O(1)
sampling is available. To maintain O(1) computation, we consider regression
functions with (learned) parameters 6 via f(x, a;0) := g (a (x;0) — a; 0) where, for
any 0, z = 0 is a global minimizer of g(z;0). Subject to this constraint, we are free
to choose g(-;0) and a(+;0) and yet are ensured that we can directly compute the
minimizer of our loss predictor via a(x; 8). For our experiments we use a logistic
loss predictor and a linear argmin predictor with logistic link: Let 0 := (v; w; &), we
choose

g(z;0) ;=0 (wlzl+ &), and a(x;0):=0(v'x),

where o(-) is the sigmoid function.

In Table 5.1, we compare our technique with CATS from Majzoubi et al. (2020).
Following their protocol, we tune hyperparameters for each dataset to be optimal
in-hindsight, and then report 95% bootstrap confidence intervals based upon the
progressive loss of a single run. Our algorithm outperforms CATS.

To further exhibit the generality of our technique, we also include results for a

nonlinear argmin predictor in Table 5.1 (last column), which uses a Laplace kernel
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Table 5.1: Average progressive loss on contextual bandits datasets with continuous
action spaces, scaled by 1000.

CATS Ours (Linear) Ours (RFF)

Cpu (55, 57] [40.6,40.7] (38.6, 38.7]
Fri  [183,187] [161,163] [156,157]
Price [108,110] [70.2,70.5] (66.1,66.3]
Wis  [172,174] (138, 139] [136.2,136.6]
Zur (24, 26] [24.3,24.4] [25.4,25.5]

regressor implemented via random Fourier features (Rahimi et al., 2007) to predict
the argmin. This approach achieves even better empirical performance.

5.7 Discussion

This work presents simple and practical algorithms for contextual bandits with
large—or even continuous—action spaces, continuing a line of research which
assumes actions that achieve low loss are not rare. While our approach can be used
to recover minimax/Pareto optimal guarantees under certain structural assumptions
(e.g., with Holder/Lipschitz continuity), it doesn’t cover all cases. For instance, on
a large but finite action set with a linear reward function, the optimal smoothing
kernel can be made to perform arbitrarily worse than the optimal action (e.g., by
having one optimal action lying in an orthogonal space of all other actions); in this
construction, algorithms provided in this chapter would perform poorly relative to
specialized linear contextual bandit algorithms.

In future work we will focus on offline evaluation. Our technique already
generates data that is suitable for subsequent offline evaluation of policies absolutely
continuous with the reference measure, but only when the submeasure sample is
accepted (line 4 of Algorithm 15), i.e., only M(A) fraction of the data is suitable for
reuse. We plan to refine our sampling distribution so that the fraction of re-usable
data can be increased, but presumably at the cost of additional computation.
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We manage to achieve a VT -regret guarantee with respect to smooth regret,
which dominates previously studied regret notions that competing against easier
benchmarks. A natural question to ask is, what is the strongest benchmark such
that it is possible to still achieve a v/T-type guarantee for problems with arbitrarily
large action spaces? Speculating, there might exist a regret notion which dominates
smooth regret yet still admits a /T guarantee.

5.8 Proofs and Supporting Results

5.8.1 Proofs and Supporting Results for Section 5.3

This section is organized as follows. We provide supporting results in Section 5.8.1.1,
then give the proof of Theorem 5.5 in Section 5.8.1.2.

5.8.1.1 Supporting Results

Preliminaries.

We first introduce the concept of convex conjugate. For any function ¢ : R —
R U {—o00, +00}, its convex conjugate ¢* : R — R U {—o00, +00} is defined as

¢* (W) :=sup(vw — ¢ (v)).

veR

Since (¢*)* = ¢, we have (Young-Fenchel inequality)

d(v) = vw—d*(w), (5.8)
for any w € dom(¢*).

Lemma 5.10. ¢(v) = = (v —1)? and $*(w) = w + Tw? are convex conjugates.

1
Y
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Proof of Lemma 5.10. By definition of the convex conjugate, we have

¢*(w) = sup (—l (V= 2+yw)v+ 1))

veR Y

Y. o
=W+ —w,
+4

where the second line follows from plugging in the maximizer v = %% + 1. Note
that the domain of ¢*(w) is in fact R here. So, Eq. (5.8) holds for any w € R4. [

We also introduce the concept of x? divergence. For probability measures P and
Q on the same measurable space (A, Q) such that Q < P, the x* divergence of Q

dQ 2
(E(a) - 1) ]/

where %(a) denotes the Radon-Nikodym derivative of Q with respect to P, which

from P is defined as

X*(Q | P):=Eq-p

is a function mapping from a to R.
Bounding the Decision-Estimation Coefficient.

We aim at bounding the Decision-Estimation Coefficient in this section. We use ex-
pression infgeco, Eqr-q[f*(x, a*)] for Smoothy (x). With this expression, we rewrite
the Decision-Estimation Coefficient in the following: With respect to any context
x € X and estimator f obtained from Algg,, we denote

decy(S’;?,x) =

inf sup supEq.p oo |f(x,a) —f(x,a*) —
PEALA) ey 1 O

=

. (?(x, a) — f(x, a))z] ,

and define dec, (J) = sup;  dec, (F; ?,x) as the Decision-Estimation Coefficient.
We remark here that SUPGca, Eqql—f(x,a*)] = —infgeo, Ea-qlf*(x, a*)] so we

are still compete with the best smoothing kernel within Qy,.
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We first state a result that helps eliminate the unknown f function in Decision-
Estimation Coefficient (and thus the sup, . term), and bound Decision-Estimation
Coefficient by the known f estimator (from the regression oracle Algg ) and the

x?-divergence from Q to P (whenever P and Q are probability measures).
Lemma 5.11. Fix constant vy > 0 and context x € X . For any measures P and Q such

that Q < P, we have

supEq-p,ar~q |f(x, a) — f(x,a*) — % . (?(x, a) — f(x, a))z}

feg

< anP [%\(X/ (1)] - EGNQ [?(X/ (1)} + EQNP

1
y

Proof of Lemma 5.11. We omit the dependence on the context x € X, and use abbre-

viations f(a) := f(x, a) and F(a) = ?(x, a). Letg:=f— 1?, we re-write the expression
as

1

sup Ea-p,as~Q
fedF

fla) = fla’) = J - (fla) ~ la))

~

= sup Ea-r[f(a)] —Earq[f(a")] —Eaq[g(a’)] +Ea-r [g(a) = - (g(a))?

geF—

F
= Eq-p[f(a)] —Ea-q[f(a)]

T sup (EGNQ [~9(@)] — Eqp [(—g(a)) + % : (—g(a))zD

ge?—?
= Eq-p[f(a)] —Ea-q[f(a)]
dQ Y 2
T sup Ee. {—(a)-(—g(a))— (—g(@)) + Y- (—g(a)) ]
s PP ( 4 )

~ e [fla)] ~ Ba-olfia)] + sup Ean| GR(@) (~ga) — *(~g(a)]

where we use the fact that Q < P and ¢*(w) =w + %wz. Focus on the last term
that depends on g takes the form of the RHS of Eq. (5.8): Consider v = % (a) and
w = —¢g(a) and apply Eq. (5.8) (with Lemma 5.10) eliminates the dependence on
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g (since it works for any w = —g(a)) and leads to the following bound

sup Ea-p.a-o |f(a) ~ (%) = § - (fla) = (a))

feg

We now bound the Decision-Estimation Coefficient with sampling distribution
defined in Eq. (5.2). We drop the dependence on t and define the sampling distri-
bution in the generic form: Fix any constant y > 0, context x € X and estimator ,
we define sampling distribution

P:=M+(1—M(A)) g (5.9)

~

wea f(x,a) and the measure M is defined through M(w) :=
S acw M(a) du(a) with

where d := argmin

1
_ _ . (5.10)

m(a) := —
1+ hy(f(x,a) —f(x,a))

Lemma 5.12. Fix any constant 'y > 0 and any set of regression function J. Let P be the

sampling distribution defined in Eq. (5.9), we then have dec,, (F) < hiy

Proof of Lemma 5.12. As in the proof of Lemma 5.11, we omit the dependence on

the context x € X and use abbreviations f(a) := f(x, a) and f(a) := f(x, a).

We first notice that for any Q € Q;, we have Q < M for M defined in Eq. (5.10):
we have (i) Q < by definition, and (ii) p < M (since m(a) > thy > 0).> On
the other side, however, we do not necessarily have P < u for P defined in Eq. (5.9):

It’s possible to have P({a*}) > 0 yet u({a*}) =0, e.g., 1 is some continuous measure.

>We thus have Q < P as well since P contains the component M by definition. We will, however,

mostly be working with M due to its nice connection with the base measure p, as defined in
Eq. (5.10).
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To isolate the corner case, we first give the following decomposition for any Q € Qy
and f € F. With P:=M + (1 — M(A)) - I, we have

Ea-p,a~Q {f(a) —f(a*) — % . <1?(a) — f(a))zl

= 1-MW)- (1@ - ¢ - (@~ 1@)’)

+ Eaonero [f(@) ~ fla) = T+ (T(a) — (@)’
= (1= M) - (Tl@) + (@) — fl@) - 1 - (@ — f(@)’)

_ L )

+Eamaq |fl@) = flat) = £+ (fla) = @) |

< (1= MU - (7@ + 1) + Bamar-o |1l fla) = ¥ - (fla) ~ a))
<MU)L M) - T@) + B [fl@)] — Eawo [fla)]
1 dQ :
+ ; “Eam (W(a) - 1) ]r (511)

where the fourth line follows from applying AM-GM inequality and the fifth line
follows from applying Lemma 5.11 with Q < M.® We now focus on the last four
terms in Eq. (5.11). Denote m(a) = %(a) and ¢(a) := %(a), with change of
measures, we have

1
+ = Eq-
Y M

qla) ?
m(a) (m(a) —1) ]
= anu[m(a) - (F(a) — A(a)ﬂ —anu[q(a) ' <1?(a) — 1?(6))]

®With a slight abuse of notation, we use Eq.m[-] denote the integration with respect to the
sub-probability measure M.
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N (5.12)

Plugging Eq. (5.12) into Eq. (5.11) leads to

Ea-p,a~Q {f(a) —f(a*) — % . (?(a) — f(a))z}

< anu[m(a) ' (?(a) _ {c\(a)ﬂ + % Ea_q [:1((1) —y- (%\(a) — ﬂa))}
2

< — .

Sty (5.13)
where Eq. (5.13) follows from the fact that m(a) = %(a} = 1+hy(?(1c1)—?(a)) and
q(a) := %(a) < & forany Q € Qy. This certifies that dec, (F) < h% O

5.8.1.2 Proof of Theorem 5.5

Theorem 5.5. Fix any smoothness level h € (0,1]. With an appropriate choice for y > 0,
Algorithm 14 ensures that

Reggg (T) < \/4T Reg,, (T)/h,

with per-round runtime O(Tsq + Tsample) and maximum memory O(Msq + Msample)-

Proof of Theorem 5.5. We use abbreviation f(a) := f(x¢,a) for any f € F. Let af
denote the action sampled according to the best smoothing kernel within Qy (which
could change from round to round). We let £ denote the good event where the
regret guarantee stated in Assumption 5.2 (i.e., Regg, (T) := Regsq(T, T-1)) holds
with probability at least 1 — T~!. Conditioned on this good event, following the

analysis provided in Foster et al. (2020a), we decompose the contextual bandit
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regret as follows.

T
Zf; ai) —fi( at)]
T v )
—E Zf: a)) —filap) -y - @ (at)—f*(at)>]
Y olv (e
T E g(ft(at)—fz(at)) ]
2 v u 2
<T-—4+ £ _
STy + i ;(ft ai) — fi( )) ],
where the bound on the first term follows from Lemma 5.12. We analyze the second
term below.
‘Y T ~ 2 . 2
Z'E ;((f’c(at) _et(at)> - <f (a¢) _et(at)>

_|_2(€t((1t) — fj:((lt)) . (ﬂ(at) - f:(at))>]
i <<%\t((lt) B Et(at))z — (f:(at) — Et(at))z)]

: Regsq (T)/

=

RN

N

where on the second line follows from the fact that E[{;(a) | x¢] = f*(x{, a) and £,
is conditionally independent of a;, and the third line follows from the bound on
regression oracle stated in Assumption 5.2. As a result, we have

2l Y ‘Reg, (T) + O(1),

RegCB,h(T) < H + 1

where the additional term O(1) accounts for the expected regret suffered under
event —~&. Taking y = \/ 8T/(h - Regg a (T)) leads to the desired result.
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Computational complexity. We now discuss the computational complexity of Algo-
rithm 14. At each round Algorithm 14 takes O(1) calls to Algg, to obtain estimator
fr and the best action a;. Instead of directly form the action distribution defined in
Eq. (5.2), Algorithm 14 uses Algorithm 15 to sample action a; ~ P, which takes
one call of the sampling oracle Algg, . to draw a random action and O(1) calls of
the regression oracle Algg, to compute the mean of the Bernoulli random variable.
Altogether, Algorithm 14 has per-round runtime O(Tsq + Tsample) and maximum
memory O(Msq + Msample)- O

5.8.2 Proofs and Supporting Results for Section 5.4

This section is organized as follows. We first prove Proposition 5.7 in Section 5.8.2.1,
then prove Theorem 5.8 in Section 5.8.2.2.

5.8.2.1 Proof of Proposition 5.7

The proof of Proposition 5.7 follows similar analysis as in Foster et al. (2020a), with
minor changes to adapt to our settings.

Proposition 5.7. For any b € [B], Algorithm 16 is (%, \/ 4T Regg, (T)/ hb>—stable, with
per-round runtime O(Tsq + Tsample) and maximum memory O(Msq + Msample)-

Proof of Proposition 5.7. Fix the index b € [B] of the subroutine. We use shorthands
h =hy, gt = qib, Pt = Prb, Yt = Yib, and so forth. We also write Zy = Z, :=
1(I; = b). Similar to the proof of Theorem 5.5, we use abbreviation f(a) := f(x, a)
for any f € J. Let af denote the action sampled according to the best smoothing
kernel within Qy, (which could change from round to round).

We let € denote the good event where the regret guarantee stated in Assump-
tion 5.3 (with Regg,(T) := Regg, (T, T—1)) holds with probability at least 1 — T—.
Conditioned on this good event, similar to the proof of Theorem 5.5 (and following
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Foster et al. (2020a)), we decompose the contextual bandit regret as follows.

Lz
£y Zifal) ft(az))]
1 dt
T 7 v N 2
=K Z—t(f:(at)_f:(a:)_f'(ft(at)_ft(at)) )]
t=1 1t
T, v R )
+E Zq—z f'(ft(at)_ft(at)>
t=1
T T
Z, 2 Ly Yi (2 2
<E — . — | +E — . = (fila) — i (a
; P > o (Rad = t))]
27 —Zi v (2 2
< —-1( . =<' st It _
<E {IEI?T)?Yt ] n +E 23, 4 felay) ft(at)> ]/

where the bound on the first term follows from Lemma 5.12 (the third line, condi-
tioned on Z;). We bound the second term next.

1

1 il Zt - 2 * 2
=1 [; —Yt(<ft(at) - et(at)) - (ft(at) - et(at))

+2(tla) = fila) - (fulad) —f:(at)))]

1 |« Z " 2
=1 -E ; E‘Yt ((ft(at) —(a)’ — <ft(at) - Et(at)> )]
<1 =l e

where the last line follows from Assumption 5.3. As a result, we have

4] 2T 1 Yi
1
Reg,,, (T) <E [g%yt ] EAE {{2% ﬂ Regq, (T) + O(1),
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where the additional O(1) term is to account for the expected regret under event

—€&. Notice that y; := \/ 8T/(h- py - Regsq(T)), which is non-increasing in t; and
ﬁ < Yi¢pt, which is non-decreasing in t. Thus, we have

1 2T 1
o' -5+ 7 Elyrerl - Regg,(T) + O(1)

= E[/pr] - \/TRegSq(T) /2h + E[/p7] \/TRegSq (T)/2h + O(1)
< El/prl - \/4TRegsq(T) /h.

&=

Reglmp,h(T) <

Computational complexity. The computational compleity of Algorithm 16 can be
analyzed in a similar way as the computational complexity of Algorithm 14, except
with a weighted regression oracle Algg  this time. O

5.8.2.2 Proof of Theorem 5.8

We first restate the guarantee of CORRAL, specialized to our setting.

Theorem 5.13 (Agarwal et al. (2017)). Fix an index b € [B]. Suppose base algorithm b
is (o, Ry (T))-stable with respect to decision space indexed by b. If &, < 1, the CORRAL

master algorithm, with learning rate ) > 0, guarantees that

.
E|Y f(x,a)— inf Eqq[f (xe, a})]

€Q
P Qt€Qn,

~ (B 1
= O(ﬁ +Tn+ (Rb(T))l“bﬂl"‘b)

Theorem 5.8. Fix learning raten € (0, 1], the CORRAL algorithm with Algorithm 16 as
base algorithms guarantees that

1 nT Regsq (T)

Regcg,(T) = 0 (ﬁ + #),Vh € (0,1].

The CORRAL master algorithm has per-round runtime 6(‘qu + Tsample) and maximum
memory 6(M5q + j\/[Sample)-
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Proof of Theorem 5.8. We prove the guarantee for any h* € [1/T,1] as the otherwise
the bound simply becomes vacuous. Recall that we initialize B = [log T| Algo-
rithm 16 as base algorithms, each with a fixed smoothness parameter h;, = 27°, for
b € [B]. Using such geometric grid guarantees that there exists an b* € [B] such
that hy» < h* < 2hy«. To obtain guarantee with respect to h*, it suffices to compete
with subroutine b* since Oy« C Qy,,, by definition. Proposition 5.7 shows that the

base algorithm indexed by b* is (3, \/ 4TRegg (T)/hy-)-stable. Plugging this result
into Theorem 5.13 leads to the following guarantee:

Q+E€Qpx

]
Y Flxga)— inf Egolf(x, a:n]

QtEth*
N nT Regsq(T) )
hyp+
n TRegSq(T)
h* '

-
Z f*(x¢, a¢) — _inf Ea:-o. [ (x4, af)]]

/1
:O(—+Tn—|—
n

Computational complexity. The computational complexities (both runtime and
memory) of the CORRAL master algorithm can be upper bounded by O(B - )
where we use € denote the complexities of the base algorithms. We have B =
O(log T) in our setting. Thus, directly plugging in the computational complexities
of Algorithm 16 leads to the results. O

Recovering Adaptive Bounds in Krishnamurthy et al. (2020).

We discuss how our algorithms can also recover the adaptive regret bounds stated
in Krishnamurthy et al. (2020) (Theorems 4 and 15), i.e.,

Regcg,, (T) = O(T7 (h*) " (logl7]) 77 ),

for any h* € (0,1] and < [0,1]. This line of analysis directly follows the proof
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used in Krishnamurthy et al. (2020).
We focus on the case with Regsq(T) = O(log(|F1T)). For base algorithm (Algo-
rithm 16), following the analysis used in Krishnamurthy et al. (2020), we have

Reglmplh(T) < min{T,E[\/_ﬂ . \/4TRegSq(T)/h}
< min {T‘x/_7;7 \/4TReg&]T) }

1 r'p
:o<wﬁ(mmm%%(mq )

where on the first line we combine the regret obtained from Proposition 5.7 with a
trivial upper bound T; on the second line we use the fact that /- is concave; and on
the third line we use that fact that min{A, B} < AYB!"Y for A,B > 0and vy € [0, 1]
(taking A =T,B = \/E[pT] -4TRegg (T)/h and v = 1+f3) This line of analysis

thus shows that Algorithm 16 is <%, 0 <Tl+lﬁ . (RegSq (T) /h) ”'3) ) -stable for any
B el0,1]7

Now following the similar analysis as in the proof of Theorem 5.8, and consider
Regg, (T) = O(log(|F1T)) for the case with a finite set of regression functions, we

~ B
=O<1+PHJV<Ea@Dﬂ>),
n h

for any h* € (0,1]. Takingn = T 5. (log(I1F1T) )_% recovers the results presented
in Krishnamurthy et al. (2020).

have

-
/ f Eqq [f"(xt,af
Z (x¢, ag) Qtngh* Qt[ (x¢, at)]

7 As remarked in Krishnamurthy et al. (2020), the CORRAL algorithm works with both E[p¥]
and (E[p7])™.
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6 BANDIT LEARNING WITH MULTIPLE BEST ARMS

We study a regret minimization problem with the existence of multiple best/near-
optimal arms in the multi-armed bandit setting. We consider the case when the
number of arms/actions is comparable or much larger than the time horizon, and
make no assumptions about the structure of the bandit instance. Our goal is to
design algorithms that can automatically adapt to the unknown hardness of the prob-
lem, i.e., the number of best arms. Our setting captures many modern applications
of bandit algorithms where the action space is enormous and the information about
the underlying instance/structure is unavailable. We first propose an adaptive
algorithm that is agnostic to the hardness level and theoretically derive its regret
bound. We then prove a lower bound for our problem setting, which indicates: (1)
no algorithm can be minimax optimal simultaneously over all hardness levels; and
(2) our algorithm achieves a rate function that is Pareto optimal. With additional
knowledge of the expected reward of the best arm, we propose another adaptive
algorithm that is minimax optimal, up to polylog factors, over all hardness levels.
Experimental results confirm our theoretical guarantees and show advantages of

our algorithms over the previous state-of-the-art.

6.1 Introduction

Multi-armed bandit problems describe exploration-exploitation trade-offs in se-
quential decision making. Most existing bandit algorithms tend to provide regret
guarantees when the number of available arms/actions is smaller than the time
horizon. In modern applications of bandit algorithm, however, the action space is
usually comparable or even much larger than the allowed time horizon so that many
existing bandit algorithms cannot even complete their initial exploration phases.
Consider a problem of personalized recommendations, for example. For most users,
the total number of movies, or even the amount of sub-categories, far exceeds the

number of times they visit a recommendation site. Similarly, the enormous amount
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of user-generated content on YouTube and Twitter makes it increasingly challeng-
ing to make optimal recommendations. The tension between a very large action
space and a limited time horizon poses a realistic problem in which deploying
algorithms that converge to an optimal solution over an asymptotically long time
horizon do not give satisfying results. There is a need to design algorithms that can
exploit the highest possible reward within a limited time horizon. Past work has
partially addressed this challenge. The quantile regret proposed in Chaudhuri and
Kalyanakrishnan (2018) to calculate regret with respect to an satisfactory action
rather than the best one. The discounted regret analyzed in Ryzhov et al. (2012);
Russo and Van Roy (2018) is used to emphasize short time horizon performance.
Other existing works consider the extreme case when the number of actions is
indeed infinite, and tackle such problems with one of two main assumptions: (1)
the discovery of a near-optimal/best arm follows some probability measure with
known parameters Berry et al. (1997); Wang et al. (2009); Aziz et al. (2018); Ghalme
et al. (2020); (2) the existence of a smooth function represents the mean-payoff
over a continuous subset Agrawal (1995); Kleinberg (2005); Kleinberg et al. (2008);
Bubeck et al. (2011a); Locatelli and Carpentier (2018); Hadiji (2019). However, in
many situations, neither assumption may be realistic. We make minimal assump-
tions in this chapter. We study the regret minimization problem over a time horizon
T, which might be unknown, with respect to a bandit instance with n total arms,
out of which m are best/near-optimal arms. We emphasize that the allowed time
horizon and the given bandit instance should be viewed as features of one problem
and together they indicate an intrinsic hardness level. We consider the case when
the number of arms n is comparable or larger than the time horizon T so that no
standard algorithm provides satisfying result. Our goal is to design algorithms
that could adapt to the unknown m and achieve optimal regret.

6.1.1 Contributions and Organization

We make the following contributions. In Section 6.2, we formally define the regret
minimization problem that represents the tension between a very large action space



228

and a limited time horizon; and capture the hardness level in terms of the number
of best arms. We provide an adaptive algorithm that is agnostic to the unknown
number of best arms in Section 6.3, and theoretically derive its regret bound. In
Section 6.4, we prove a lower bound for our problem setting that indicates that
there is no algorithm that can be optimal simultaneously over all hardness levels.
Our lower bound also shows that our algorithm provided in Section 6.3 is Pareto
optimal. With additional knowledge of the expected reward of the best arm, in
Section 6.5, we provide an algorithm that achieves the non-adaptive minimax
optimal regret, up to polylog factors, without the knowledge of the number of best
arms. Experiments conducted in Section 6.6 confirm our theoretical guarantees and
show advantages of our algorithms over previous state-of-the-art. We conclude
this chapter in Section 6.7. Most of the proofs are deferred to the Appendix due to
lack of space.

6.1.2 Additional Related Work

Time sensitivity and large action space. As bandit models are getting much more
complex, usually with large or infinite action spaces, researchers have begun to
pay attention to tradeoffs between regret and time horizons when deploying such
models. Deshpande and Montanari (2012) study a linear bandit problem with
ultra-high dimension, and provide algorithms that, under various assumptions,
can achieve good reward within short time horizon. Russo and Van Roy (2018)
also take time horizon into account and model time preference by analyzing a
discounted regret. Chaudhuri and Kalyanakrishnan (2018) consider a quantile
regret minimization problem where they define their regret with respect to expected
reward ranked at (1 — p)-th quantile. One could easily transfer their problem to
our setting; however, their regret guarantee is sub-optimal. Katz-Samuels and
Jamieson (2019); Aziz et al. (2018) also consider the problem with m best/near-
optimal arms with no other assumptions, but they focus on the pure exploration
setting; Aziz et al. (2018) additionally requires the knowledge of m. Another line
of research considers the extreme case when the number arms is infinite, but with
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some known regularities. Berry et al. (1997) proposes an algorithm with a minimax
optimality guarantee under the situation where the reward of each arm follows
strictly Bernoulli distribution; Teytaud et al. (2007) provides an anytime algorithm
that works under the same assumption. Wang et al. (2009) relaxes the assumption
on Bernoulli reward distribution, however, some other parameters are assumed to
be known in their setting.

Continuum-armed bandit. Many papers also study bandit problems with
continuous action spaces, where they embed each arm x into a bounded subset
X C R* and assume there exists a smooth function f governing the mean-payoff
for each arm. This setting is firstly introduced by Agrawal (1995). When the
smoothness parameters are known to the learner or under various assumptions,
there exists algorithms Kleinberg (2005); Kleinberg et al. (2008); Bubeck et al.
(2011a) with near-optimal regret guarantees. When the smoothness parameters
are unknown, however, Locatelli and Carpentier (2018) proves a lower bound
indicating no strategy can be optimal simultaneously over all smoothness classes;
under extra information, they provide adaptive algorithms with near-optimal regret
guarantees. Although achieving optimal regret for all settings is impossible, Hadiji
(2019) design adaptive algorithms and prove that they are Pareto optimal. Our
algorithms are mainly inspired by the ones in Hadjiji (2019); Locatelli and Carpentier
(2018). A closely related line of work Valko et al. (2013); Grill et al. (2015); Bartlett
etal. (2018); Shang et al. (2019) aims at minimizing simple regret in the continuum-
armed bandit setting.

Adaptivity to unknown parameters. Bubeck et al. (2011b) argues the aware-
ness of regularity is flawed and one should design algorithms that can adapt to
the unknown environment. In situations where the goal is pure exploration or
simple regret minimization, Katz-Samuels and Jamieson (2019); Valko et al. (2013);
Grill et al. (2015); Bartlett et al. (2018); Shang et al. (2019) achieve near-optimal
guarantees with unknown regularity because their objectives trade-off exploitation
in favor of exploration. In the case of cumulative regret minimization, however,
Locatelli and Carpentier (2018) shows no strategy can be optimal simultaneously

over all smoothness classes. In special situations or under extra information, Bubeck
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etal. (2011b); Bull et al. (2015); Locatelli and Carpentier (2018) provide algorithms
that adapt in different ways. Hadiji (2019) borrows the concept of Pareto optimality
from economics and provide algorithms with rate functions that are Pareto optimal.
Adaptivity is studied in statistics as well: in some cases, only additional logarithmic
factors are required Lepskii (1991); Birgé and Massart (1997); in others, however,
there exists an additional polynomial cost of adaptation Cai et al. (2005).

6.2 Problem Setting

We consider the multi-armed bandit instance v = (v, ..., vy ) with n probability
distributions with means p; = Ex.,[X] € [0,1]. Let p, = maxicn{ti} be the
highest mean and S, = {i € [n] : u; = p,} denote the subset of best arms. The
cardinality [S,| = m is unknown to the learner. We could also generalize our setting
toS' ={ienl:u > w —e(T)} with unknown |S| (i.e., situations where there
is an unknown number of near-optimal arms). Setting ¢ to be dependent on T is
to avoid an additive term linearin T, e.g., ¢ <1/ VT = ¢T < VT. All theoretical
results and algorithms presented in this chapter are applicable to this generalized
setting with minor modifications. For ease of exposition, we focus on the case
with multiple best arms throughout this chapter. At each time step t € [T], the
algorithm/learner selects an action A; € [n] and receives an independent reward
X¢ ~ Va,. We assume that X; — na, is (1/2)-sub-Gaussian conditioned on A;.! We
measure the success of an algorithm through the expected cumulative (pseudo)
regret:

RT:T'},L*—E

-
Z U-At] .
t=1

We use R(T,n, m) to denote the set of regret minimization problems with al-

lowed time horizon T and any bandit instance v with n total arms and m best

!We say a random variable X is o-sub-Gaussian if E[exp(AX)] < exp(0?A?/2) for all A € R.
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arms.”? We emphasize that T is part of the problem instance. We are particularly
interested in the case when n is comparable or even larger than T, which captures
many modern applications where the available action space far exceeds the allowed
time horizon. Although learning algorithms may not be able to pull each arm once,
one should notice that the true/intrinsic hardness level of the problem could be
viewed as n/m: selecting a subset uniformly at random with cardinality ©(n/m)
guarantees, with constant probability, the access to at least one best arm; but of
course it is impossible to do this without knowing m. We quantify the intrinsic
hardness level over a set of regret minimization problems R(T,n, m) as

P(R(T,n,m)) =infla > 0: n/m < 2T%},

where the constant 2 in front of T* is added to avoid otherwise the trivial case with
all best arms when the infimum is 0. P(R(T, n, m)) is used here as it captures the
minimax optimal regret over the set of regret minimization problem R(T,n, m), as
explained later in our review of the MOSS algorithm and the lower bound. As
smaller (R(T,n, m)) indicates easier problems, we then define the family of regret

minimization problems with hardness level at most « as
}CT(OC) = {UIR(T/ n, m) : ‘Ll)(iR(T/ n, m)) < CX}/

with « € [0,1]. Although T is necessary to define a regret minimization problem,
we actually encode the hardness level into a single parameter «, which captures
the tension between the complexity of bandit instance at hand and the allowed
time horizon T: problems with different time horizons but the same « are equally
difficult in terms of the achievable minimax regret (the exponent of T). We thus
mainly study problems with T large enough so that we could mainly focus on the
polynomial terms of T. We are interested in designing algorithms with minimax
guarantees over J{t(«), but without the knowledge of «.

2Qur setting could be generalized to the case with infinite arms: one can consider embedding
arms into an arm space X and let p be the probability that an arm sampled uniformly at random is
(near-) optimal. 1/p will then serve a similar role as n/m does in the original definition.
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MOSS and upper bound. In the classical setting, MOSS, proposed by Audibert
and Bubeck (2009) and further generalized to the sub-Gaussian case Lattimore
and Szepesvari (2020) and improved in terms of constant factors Garivier et al.
(2018), achieves the minimax optimal regret. In this chapter, we will use MOSS
as a subroutine with regret upper bound O(v/nT) when T > n. For any problem
in Hr(«) with known o, one could run MOSS on a subset selected uniformly at
random with cardinality O(T%) and achieve regret O(T1+%)/2),

Lower bound. The lower bound Q(+/nT) in the classical setting does not work
for our setting as its proof heavily relies on the existence of single best arm Lattimore
and Szepesvari (2020). However, for problems in H+ (o), we do have a matching
lower bound Q(T1*%)/2) as one could always apply the standard lower bound on
an bandit instance withn = |T*| and m = 1. For general value of m, a lower bound
of the order Q(/T(n —m)/m) = Q(T1*+%)/2) for the m-best arms case could be
obtained following similar analysis in Chapter 15 of Lattimore and Szepesvari
(2020).

Although log T may appear in our bounds, throughout this chapter, we focus

on problems with T > 2 as otherwise the bound is trivial.

6.3 An Adaptive Algorithm

Algorithm 17 takes time horizon T and a user-specified 3 € [1/2,1) as input, and
it is mainly inspired by Hadiji (2019). Algorithm 17 operates in iterations with
geometrically-increasing length (roughly) AT; = 2P with p = [log, T#]. At each
iteration 1, it restarts MOSS on a set S; consisting of K; = 2P+2-1 real arms selected
uniformly at random plus a set of “virtual” mixture-arms (one from each of the
1 < j < iprevious iterations, none if i = 1). The mixture-arms are constructed
as follows. After each iteration 1i, let p; denote the vector of empirical sampling
frequencies of the arms in that iteration (i.e., the k-th element of p; is the number
of times arm k, including all previously constructed mixture-arms, was sampled
in iteration i divided by the total number of samples AT;). The mixture-arm for

iteration 1 is the pi-mixture of the arms, denoted by vi. When MOSS samples
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from v; it first draws i; ~ P;, then draws a sample from the corresponding arm
vi, (or Vi, ). The mixture-arms provide a convenient summary of the information
gained in the previous iterations, which is key to our theoretical analysis. Although
our algorithm is working on fewer regular arms in later iterations, information
summarized in mixture-arms is good enough to provide guarantees. We name
our algorithm MOSS++ as it restarts MOSS at each iteration with past information
summarized in mixture-arms. We provide an anytime version of Algorithm 17 in
Section 6.8.1.2 via the standard doubling trick.

Algorithm 17 MOSS++

Input: Time horizon T and user-specified parameter 3 € [1/2,1).

1: Set: p = [log, TP], K; = 2P~ and AT; = min{2P ™, T}

2. fori=1,...,pdo

3:  Run MOSS on a subset of arms S; for AT; rounds. S; contains K; real arms se-
lected uniformly at random and the set of virtual mixture-arms from previous
iterations, i.e., {Vj}j<i.

4:  Construct a virtual mixture-arm v; based on empirical sampling frequencies
of MOSS above.

6.3.1 Analysis and Discussion

We use pus = maxyes{Ex-[X]} to denote the highest expected reward over a set of
distributions/arms S. For any algorithm that only works on S, we can decompose

the regret into approximation error and learning error:

Ry = E[T- (b — ps)] (6.1)

Vo
expected approximation error due to the selection of S

-
T pus— Z HAt]
t=1

expected learning error due to the sampling rule {A }Ll

+ E

This type of regret decomposition was previously used in Kleinberg (2005);
Auer et al. (2007); Hadiji (2019) to deal with the continuum-armed bandit problem.
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We consider here a probabilistic version, with randomness in the selection of S, for
the classical setting.

The main idea behind providing guarantees for MOSS++ is to decompose its
regret at each iteration, using Eq. (6.1), and then bound the expected approximation
error and learning error separately. The expected learning error at each iteration
could always be controlled as O(T#) thanks to regret guarantees for MOSS and
specifically chosen parameters p, K, AT;. Let i, be the largest integer such that K; >
2T*log /T still holds. The expected approximation error in iteration i < i, could
be upper bounded by /T following an analysis on hypergeometric distribution.
As a result, the expected regret in iteration i < i, is O(T®). Since the mixture-arm
Vi, is included in all following iterations, we could further bound the expected
approximation error in iteration i > i, by O(T'** P) after a careful analysis on

AT;/AT;,. This intuition is formally stated and proved in Theorem 6.1.

Theorem 6.1. Run MOSS++ with time horizon T and an user-specified parameter 3 €
[1/2,1) leads to the following regret upper bound:

sup RT g C (1082 T)5/2 . Tmin{max{B,l—O—oc—[ﬁ},l}/
weHT ()

where C is a universal constant.

Remark 6.2. We primarily focus on the polynomial terms in T when deriving the bound,
but put no effort in optimizing the polylog term. The 5/2 exponent of log, T might be
tightened as well.

The theoretical guarantee is closely related to the user-specified parameter (3:
when B > «, we suffer a multiplicative cost of adaptation O(T!2B—-11/2l) with
B = (14 «)/2 hitting the sweet spot, comparing to non-adaptive minimax regret;
when < «, there is essentially no guarantees. One may hope to improve this
result. However, our analysis in Section 6.4 indicates: (1) achieving minimax
optimal regret for all settings simultaneously is impossible; and (2) the rate function
achieved by MOSS++ is already Pareto optimal.
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6.4 Lower Bound and Pareto Optimality

6.4.1 Lower Bound

In this section, we show that designing algorithms with the non-adaptive minimax
optimal guarantee over all values of « is impossible. We first state the result in the
following general theorem.

Theorem 6.3. Forany 0 < & < o < 1, assume T* < Band [T*] —1 > max{T*/4,2}.
If an algorithm is such that sup 4. .y Rt < B, then the regret of this algorithm is lower
bounded on H+(«x):

sup Ry > 2 1THeB L (6.2)
weHT (o)

To give an interpretation of Theorem 6.3, we consider any algorithm/policy
7t together with regret minimization problems Hy (o) and Hr(«) satisfying cor-
responding requirements. On one hand, if algorithm 7 achieves a regret that is
order-wise larger than 6(T(1+°")/ 2) over Hr(«'), it is already not minimax opti-
mal for Hr(«'). Now suppose 7 achieves a near-optimal regret, i.e., O(T(1+)/2),
over Hy(«’'); then, according to Eq. (6.2), m must incur a regret of order at least
Q(TV/2+e=«/2) on one problem in H+ (o). This, on the other hand, makes algorithm

7t strictly sub-optimal over H(+(«).

6.4.2 Pareto Optimality

We capture the performance of any algorithm by its dependence on polynomial
terms of T in the asymptotic sense. Note that the hardness level of a problem is

encoded in «.

Definition 6.4. Let 0 : [0,1] — [0, 1] denote a non-decreasing function. An algorithm

achieves the rate function 0 if

su R

pwE}CT(oc)
TO(x)+e

Ve >0,V € [0,1], limsup L < oo

T—oo
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Figure 6.1: Pareto optimal rates for bandit learning with multiple best arms.

Recall that a function 0’ is strictly smaller than another function 6 in pointwise
order if 0'(x) < 0(«) for all « and 0'(xg) < 0(xg) for at least one value of «y. As
there may not always exist a pointwise ordering over rate functions, following Hadliji
(2019), we consider the notion of Pareto optimality over rate functions achieved by

some algorithms.

Definition 6.5. A rate function © is Pareto optimal if it is achieved by an algorithm, and
there is no other algorithm achieving a strictly smaller rate function 0’ in pointwise order.

An algorithm is Pareto optimal if it achieves a Pareto optimal rate function.

Combining the results in Theorem 6.1 and Theorem 6.3 with above definitions,

we could further obtain the following result in Theorem 6.6.

Theorem 6.6. The rate function achieved by MOSS++ with any 3 € [1/2,1), i.e.,

Op : o — min{max{,1+ o« — 3}, 1}, (6.3)
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is Pareto optimal.

Fig. 6.1 provides an illustration of the rate functions achieved by MOSS++ with
different (3 as input, as well as the non-adaptive minimax optimal rate.

Remark 6.7. One should notice that the naive algorithm running MOSS on a subset
selected uniformly at random with cardinality O(T®') is not Pareto optimal, since running
MOSS++ with 3 = (1 + B’)/2 leads to a strictly smaller rate function. The algorithm
provided in Chaudhuri and Kalyanakrishnan (2018), if transferred to our setting and
allowing time horizon dependent quantile, is not Pareto optimal as well since it corresponds
to the rate function () = max{2.89 «, 0.674}.

6.5 Learning with Extra Information

Although previous Section 6.4 gives negative results on designing algorithms that
could optimally adapt to all settings, one could actually design such an algorithm
with extra information. In this section, we provide an algorithm that takes the
expected reward of the best arm p, (or an estimated one with error up to 1/ VT )
as extra information, and achieves near minimax optimal regret over all settings
simultaneously. Our algorithm is mainly inspired by Locatelli and Carpentier
(2018).

6.5.1 Algorithm

We name our Algorithm 19 Parallel as it maintains [log T| instances of subroutine,
i.e., Algorithm 18, in parallel. Each subroutine SR; is initialized with time horizon
T and hardness level «; = i/[log T|. We use T; ; to denote the number of samples
allocated to SR; up to time t, and represent its empirical regret at time t as ﬁi,t =
Tt My — Ii:’tl Xy with Xi ¢ ~ va,, being the t-th empirical reward obtained by
SR; and A, being the index of the t-th arm pulled by SR;.

Parallel operates in iterations of length [v/T|. At the beginning of each iter-

ation, i.e., at time t = i- [/T] for i € {0} U [[v/T] — 1], Parallel first selects the
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Algorithm 18 MOSS Subroutine (SR)

Input: Time horizon T and hardness level «.
1: Select a subset of arms S uniformly at random with [S,| = [2T*log VT | and
run MOSS on S,.

Algorithm 19 Parallel

Input: Time horizon T and the optimal reward p,.

set: p = [log T],A = [vT] and t = 0.

: fori=1,...,pdo R

Set «; = i/p, initialize SR; with «;, T; set T;+ =0, and R;+ = 0.
cfori=1,...,A—1do

Select k = arg min, _ p] Ri ¢ and run SRy for A rounds.

Update Ty = Tt + A, Rioe = T - e — Y 05 X, t =t + A,

—_

SANNES LI SN

subroutine with the lowest (breaking ties arbitrarily) empirical regret so far, i.e.,

k = arg min, €([log T /]ii,t ; it then resumes the learning process of SRy, from where it
halted, for another [v/T] more pulls. All the information is updated at the end of

that iteration. An anytime version of Algorithm 19 is provided in Section 6.8.3.3.

6.5.2 Analysis

As Parallel discretizes the hardness parameter over a grid with interval 1/[log T],

we first show that running the best subroutine alone leads to regret O(T(1+%)/2),

Lemma 6.8. Suppose « is the true hardness parameter and o; —1/[log T] < & < o,
run Algorithm 18 with time horizon T and «; leads to the following regret bound:

sup Ry < ClogT. THH®)/2

weHT ()
where C is a universal constant.

Since Parallel always allocates new samples to the subroutine with the lowest
empirical regret so far, we know that the regret of every subroutine should be

roughly of the same order at time T. In particular, all subroutines should achieve
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regret (~)(T(1+°‘)/ 2), as the best subroutine does. Parallel then achieves the non-
adaptive minimax optimal regret, up to polylog factors, without knowing the true

hardness level «.

Theorem 6.9. For any « € [0, 1] unknown to the learner, run Parallel with time horizon
T and optimal expected reward , leads to the following regret upper bound:

sup Ry < C (log T)?T+e)/2)

weHTt ()

where C is a universal constant.

6.6 Experiments

We conduct three experiments to compare our algorithms with baselines. In Sec-
tion 6.6.1, we compare the performance of each algorithm on problems with varying
hardness levels. We examine how the regret curve of each algorithm increases on
synthetic and real-world datasets in Section 6.6.2 and Section 6.6.3, respectively.
We first introduce the nomenclature of the algorithms. We use MOSS to denote
the standard MOSS algorithm; and MOSS Oracle to denote Algorithm 18 with
known o. Quantile represents the algorithm (QRM2) proposed by Chaudhuri
and Kalyanakrishnan (2018) to minimize the regret with respect to the (1 — p)-th
quantile of means among arms, without the knowledge of p. One could easily
transfer Quantile to our settings with top-p fraction of arms treated as best arms.
As suggested in Chaudhuri and Kalyanakrishnan (2018), we reuse the statistics
obtained in previous iterations of Quantile to improve its sample efficiency. We use
MOSS++ to represent the vanilla version of Algorithm 17; and use empMOSS++ to
represent an empirical version such that: (1) empMOSS++ reuse statistics obtained
in previous round, as did in Quantile; and (2) instead of selecting K; real arms
uniformly at random at the i-th iteration, empMOSS++ selects K; arms with the
highest empirical mean for i > 1. We choose 3 = 0.5 for MOSS++ and empMOSS++
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in all experiments.®> All results are averaged over 100 experiments. Shaded area
represents 0.5 standard deviation for each algorithm.

6.6.1 Adaptivity to Hardness Level

+
“e: MOSS
——
.......................... S ot o
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Figure 6.2: Experiments on synthetic dataset. (a) Comparison of regret with varying
hardness level o (b) Comparison of progressive regret curve with & = 0.25.

We compare our algorithms with baselines on regret minimization problems
with different hardness levels. For this experiment, we generate best arms with
expected reward 0.9 and sub-optimal arms with expected reward evenly distributed
among {0.1,0.2,0.3,0.4,0.5}. All arms follow Bernoulli distribution. We set the time
horizon to T = 50000 and consider the total number of arms n = 20000. We vary «
from 0.1 to 0.8 (with interval 0.1) to control the number of best arms m = [n/2T%]
and thus the hardness level. In Fig. 6.2(a), the regret of any algorithm gets larger as o
increases, which is expected. MOSS does not provide satisfying performance due to
the large action space and the relatively small time horizon. Although implemented
in an anytime fashion, Quantile could be roughly viewed as an algorithm that runs
MQOSS on a subset selected uniformly at random with cardinality T%**. Quantile

%Increasing B generally leads to worse performance on problems with small & but better perfor-
mance on problems with large o.
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displays good performance when « = 0.1, but suffers regret much worse than
MOSS++ and empMOSS++ when o gets larger. Note that the regret curve of
Quantile gets flattened at 20000 is expected: it simply learns the best sub-optimal
arm and suffers a regret 50000 x (0.9 —0.5). Although Parallel enjoys near minimax
optimal regret, the regret it suffers from is the summation of 11 subroutines, which
hurts its empirical performance. empMOSS++ achieves performance comparable
to MOSS Oracle when o is small, and achieve the best empirical performance when
o« > 0.3. When ¢ > 0.7, MOSS Oracle needs to explore most/all of the arms to
statistically guarantee the finding of at least one best arm, which hurts its empirical

performance.

6.6.2 Comparison of Progressive Regret Curve

We compare how the regret curve of each algorithm increases in Fig. 6.2(b). We
consider the same regret minimization configurations as described in Section 6.6.1
with & = 0.25. empMOSS++, MOSS++ and Parallel all outperform Quantile with
empMOSS++ achieving the performance closest to MOSS Oracle. MOSS Oracle,
Parallel and empMOSS++ have flattened their regret curve indicating they could
confidently recommend the best arm. The regret curves of MOSS++ and Quantile
do not flat as the random-sampling component in each of their iterations encourage
them to explore new arms. Comparing to MOSS++, Quantile keeps increasing its
regret at a much faster rate and with a much larger variance, which empirically
confirms the sub-optimality of their regret guarantees.

6.6.3 Real-World Dataset

We also compare all algorithms in a realistic setting of recommending funny cap-
tions to website visitors. We use a real-world dataset from the New Yorker Magazine
Cartoon Caption Contest*. The dataset of 1-3 star caption ratings/rewards for Con-

test 652 consists of n = 10025 captions®. We use the ratings to compute Bernoulli

4https://www.newyorker.com/cartoons/contest.
5Available online at https://nextml.github.io/caption-contest-data.
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Figure 6.3: Comparison of progressive regret curve on a real-world dataset from
the New Yorker Magazine Cartoon Caption Contest.

reward distributions for each caption as follows. The mean of each caption/arm i is
calculated as the percentage p; of its ratings that were funny or somewhat funny
(i.e., 2 or 3 stars). We normalize each p; with the best one and then threshold each:
if p; > 0.8, then put p; = 1; otherwise leave p; unaltered. This produces a set of
m = 54 best arms with rewards 1 and all other 9971 arms with rewards among
[0,0.8]. We set T = 10° and this results in a hardness level around « ~ 0.43.

Using these Bernoulli reward models, we compare the performance of each
algorithm, as shown in Fig. 6.3. MOSS, MOSS Oracle, Parallel and empMOSS++
have flattened their regret curve indicating they could confidently recommend
the funny captions (i.e., best arms). Although MOSS could eventually identify
a best arm in this problem, its cumulative regret is more than 7x of the regret
achieved by empMOSS++ due to its initial exploration phase. The performance
of Quantile is even worse, and its cumulative regret is more than 9x of the regret
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achieved by empMOSS++. One surprising phenomenon is that empMOSS++
outperforms MOSS Oracle in this realistic setting. Our hypothesis is that MOSS
Oracle is a little bit conservative and selects an initial set with cardinality too large.
This experiment demonstrates the effectiveness of empMOSS++ and MOSS++ in
modern applications of bandit algorithm with large action space and limited time

horizon.

6.7 Discussion

We study a regret minimization problem with large action space but limited time
horizon, which captures many modern applications of bandit algorithms. Depend-
ing on the number of best/near-optimal arms, we encode the hardness level, in
terms of minimax regret achievable, of the given regret minimization problem into
a single parameter «, and we design algorithms that could adapt to this unknown
hardness level. Our first algorithm MOSS++ takes a user-specified parameter {3 as
input and provides guarantees as long as « < {3; our lower bound further indicates
the rate function achieved by MOSS++ is Pareto optimal. Although no algorithm
can achieve near minimax optimal regret over all « simultaneously, as demonstrated
by our lower bound, we overcome this limitation with an (often) easily-obtained
extra information and propose Parallel that is near-optimal for all settings. Inspired
by MOSS++, We also propose empMOSS++ with excellent empirical performance.
Experiments on both synthetic and real-world datasets demonstrate the efficiency

of our algorithms over the previous state-of-the-art.

6.8 Proofs and Supporting Results

6.8.1 Proofs and Supporting Results for Section 6.3

We introduce the notation Ryjy = T -, — E[Y_;_, X(|¥] for any c-algebra F. One
should also notice that E[Ry5] = Ry.
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6.8.1.1 Proof of Theorem 6.1

Lemma 6.10. For an instance with n total arms and m best arms, and for a subset S
selected uniformly at random with cardinality k, the probability that none of the best arms
are selected in S is upper bounded by exp(—mk/n).

Proof. Consider selecting k items out of n items without replacement; and suppose
there are m target items. Let £ denote the event where none of the target items are
selected, we then have

< (= m) ) (6.4)
< exp (_n_1 . k) , (6.5)

where Eq. (6.4) comes from the fact that *~™—! js decreasing in i; and Eq. (6.5)
comes from the fact that 1 —x < exp(—x) forall x € R.

Selecting arms with replacement gives the same guarantee (which directly goes
to Eq. (6.4)), and can be used in corner cases when k > n. ]

Theorem 6.1. Run MOSS++ with time horizon T and an user-specified parameter 3 €
(1/2,1) leads to the following regret upper bound:

Sllp RT < C (1082 T)S/Z . Tmin{max{[s,lJroch},l},
weHT ()

where C is a universal constant.

Proof. Let T; = Z;Zl AT;. We first notice that Algorithm 17 is a valid algorithm
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in the sense that it selects an arm A for any t € [T], i.e., it does not terminate
before time T: the argument is clearly true if there exists i € [p] such that AT; =T;
otherwise, we can show that

o)
Tp=) ATi=202"-1)>27>T,

i=1

forall p € [1/2,1).

We will only consider the case when « < 3 in the following since otherwise
Theorem 6.1 trivially holds due to T"+*=F > T.

Let J;_; represents information collected up to the beginning of iteration 1,
including the random selection of S;. We use ps, |5, = maxyes {Ex-[X|Fi_1]} to
denote the maximum expected reward among arms in S; conditioned on F;_;. We
use Rat5,_, = ATi - 1y — E[ZI;TH 1 X¢|Fi—1] to denote the conditional expected
cumulative regret at iteration i; and further have Rat, = E[Ra1, 5, ]

For any virtual mixture-arm V; created before iteration i (i.e., j < i), we use
W7, = Ex-5;[X|F;] to denote its expected reward conditioned on J;. Conditioning
on Jj, let X be a sample from a virtual mixture-arm v;, which is realized by first
sampling an index j; (of a real arm) from the empirical measure, and then draw
X from the real arm vj,. We then know that X — 15, is (conditional) (v/2/2)-sub-
Gaussian: X — [ij7, = (X — ;) + (14, — ljj5,) and thus for any A € R,

Eexp (A (X = fiy,)) [ 5] = E[E [exp (A (X = 559,)) 1] |55
= E[exp (A, — H19,)) E lexp (A (X = w5,)) ] 53'}
2
< exp (7\2/4) E[exp (k. — Hyis;)) ‘"fj}
< exp (}\22/4 + 7\22/4) (6.6)

where Eq. (6.6) comes from the fact that y;, € [0,1] and E[w; |F;] = ﬁj\gj. In the
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following, we’ll directly plug in the regret bound of MOSS for the 1-sub-Gaussian
case.

Applying Eq. (6.1) on RaT,j7, , leads to

Ratig, = AT; - (I“L* - H31|31—1> + | AT Msilgi, — E Z Ha, | F

i—1 ’
t=Ti_ 1+1

(6.7)

where, by a slightly abuse of notations, we use pa, to refer to the mean of arm
A € S;, which could also be the mean of a virtual arm constructed in one of the
previous iterations.

We first consider the learning error for any iteration i € [p]. us, 5, , is measurable
with respect to F;_; and thus can be thought as fixed at time T;_; + 1 (conditioned
on J;_1). Since MOSS restarts at each iteration, conditioning on the information
available at the beginning of the i-th iteration, i.e., 331, and apply the regret bound
for MOSS, we have:

t=T; 1+1

T;
AT - pus g, — E |: Z HA, 9711} < 39V ISiIAT; + [S4] (6.8)

=39/(Ki +i— DAT 4 (K; +i—1)
<BIVKAT + (p —DAT + (Ki+p —1)

(6.9)

<3922 +2 4 (p— DT+ 2P 1 4 (p—1)
(6.10)
< 39,/16T2 + log,(T#) T +4T° + log, T°
(6.11)
< 166 (log, T)'/2 - T, (6.12)

where Eq. (6.8) comes from the guarantee of MOSS Lattimore and Szepesvéri
(2020); Eq. (6.9) comes from i < p; Eq. (6.10) comes from the definition of K; and
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AT;; Eq. (6.11) comes from the fact that p = [log, TP < log, T® + 1; Eq. (6.12)
comes from some trivial boundings on the constant.®

Taking expectation over randomness in F;_; in Eq. (6.7), we obtain
Rat, < ATi - E [(1e — psy5, )] + 166 (log, T)V/2 - TP. (6.13)

Now, we only need to consider the first term, i.e., the expected approximation
error over the i-th iteration. Let &; denote the event that none of the best arms,

among regular arms, is selected in S;, according to Lemma 6.10, we further have

AT; - E [(1e — B3 ,)] Ti-(0-P(—&) +1-P(&)) (6.14)

A
AT; - exp(—Ki/(2T%)), (6.15)

where we use the fact the pu; € [0,1] in Eq. (6.14); and directly plug n/m < 2T*
into Eq. (6.5) to get Eq. (6.15).

Let i, € [p] be the largest integer, if exists, such that K;, > 2T*log VT, we then
have that, for any i < i,,

AT; - E [(h — psy7 )] SAT/VT S T/VT < VT (6.16)

Note that this choice of i, indicates T*log T < K;, <2T*logT.
If we have K; < 2T*log VT, we then set i, = 1. Notice that K; = 2P*! =
2MMog; TPT+1 > 2TB . 2T* we then have

ATy - E [(me — 15y 15,)] < ATrexp(—1) < 2P exp(—1) < 2TP. (6.17)

Combining Eq. (6.13) with Eq. (6.16) or Eq. (6.17), we have for any i < i,, and

in particular for i = 1i,,

Rat, < max{v'T,2TP} 4 166 (log, T)"/2 - T#

®One can remove the (log, T)!/? term in many cases, e.g., when p > 1/2 and T is large enough
(with respect to 3). However, we mainly focus on the polynomial terms here.
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< 168 (log, T)'/2 - TE. (6.18)

In the case when i, = p or when AT;, = min{2P*!, T} = T, we know that
MOSS++ will in fact stop at a time step no larger than T;, (since the allowed
time horizon is T), and incur no regret in iterations i > 1i,. In the following,
we only consider the case when i, < p and AT;, = 2P*". As a result, we have
Ki, AT;, = 2***2 and thus

22p +2 22p +1
ATi - > ’
) Ki, Txlog T

(6.19)

where Eq. (6.19) comes from the fact that Ki, < max{2T*logT,2T*log vT} =
2T*log T by definition of i,.

We now analysis the expected approximation error for iteration i > 1i,. Since
the sampling information during the i,-th iteration is summarized in the virtual
mixture-arm V;,, and being added to all S; for all i > 1i,. Recall that p;, |5, =
Ex-5,, [X|F;,] denotes the expected reward of sampling according to the virtual
mixture-arm V;,, conditioned on information collected in F;,. For any i > 1,, we

then have

ATi -E |:(l“l‘* - l“l‘si|3~171):| < ATI : ]E[(H* - ﬁi*|3ri* )]

AT, _
= a7, EAT. - (e — s, )
T.
AT, .
= ATI -E ATi* Ky — Z KA,
* t=T;, 1+1
AT,
= - RaT
AT, AT
AT;
< o 168 (108’2 T)1/2 : TB
Txlog T
1+a+p 32
< o 84 (log, T) (6.20)

< 84 (log, T)*>2. TH>B, (6.21)
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where Eq. (6.20) comes from the fact that AT; < T and some rewriting; Eq. (6.21)
comes from the fact that p = [log, TF] > log, TP.

Combining Eq. (6.21) and Eq. (6.13) gives the following regret bound for itera-
tions 1 > 1,:

Rat, <250 (log, T)%? . Tmax(Blte—f)

where the constant 250 simply comes from 84 + 166.

Since the cumulative regret is non-decreasing in t, we have

)
Rt < Z RaT,
i=1

250p (log, T)3/2 . max{B1+a—B)
250 (log, T+ 1) - (log, T)3/2 . Tmax(B1+o—p} (6.22)
251 (

NN N

10g2 T)S/Z . Tmax{ﬁ,1+oc—[3}’

where Eq. (6.22) comes from the fact that p = [log,(TP)] < log,(TF)+1 < log, T+1.
Our results follows after noticing that Ry < T is a trivial upper bound. O

6.8.1.2 Anytime Version

Algorithm 20 Anytime version of MOSS++

Input: User specified parameter 3 € [1/2,1).
1: fori=0,1,... do
2. Run Algorithm 17 with parameter 3 for 2' rounds (note that we will set
p = [log, 2'P] = [if]).

Corollary 6.11. For any unknown time horizon T, run Algorithm 20 with an user-specified
parameter 3 € [1/2,1) leads to the following regret upper bound:

sup RT < C (108,2 T)S/Z . Tmin{max{ﬁ,l+ocf(5},1},
weHT ()
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where C is a universal constant.

Proof. Let t, be the smallest integer such that
ty
D 2i=2tT 1T
i=0

We then only need to run Algorithm 17 for at most t, times. By the definition of t,,
we also know that 2% < T, which leads to t, < log, T.

Let y = min{max{f3,1 + o« — 3}, 1}. From Theorem 6.1 we know that the regret
ati e [t,]-th round, denoted as Ry:, could be upper bounded by

Ry < 251 (log, 21)/2 - (21)Y
=2511%2. (27)}
25172 (2v)}

<
< 251 (log, T)™/% - (27)1.

For i = 0, we have Ry < 1 < 251 (log, T)>?- (2¥)? as well as long as T > 2.

Now for the unknown time horizon T, we could upper bound the regret by
t.
Rr < ) Ry
i=0

< 251 (log, T)>2 - (Z*(zV)i)

i=0
te+1
< 251 (log, T)*/2 - J (2V)*dx (6.23)

x=0

=251 (log, T)*/? - ———

oz (2=

Y
<

v log 2
< 1449 (log, T)*/% - T7, (6.24)

251 (log, T)*/%- T
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where Eq. (6.23) comes from upper bounding summation by integral; and Eq. (6.24)
comes from a trivial bound on the constant when 1/2 <y < 1. O

6.8.2 Proofs and Supporting Results for Section 6.4
6.8.2.1 Proof of Theorem 6.3

Theorem 7.1. Forany 0 < o < o < 1, assume T* < Band [T*] —1 > max{T*/4,2}.
If an algorithm is such that sup ,, ¢y Rt < B, then the regret of this algorithm is lower
bounded on H+(x):

sup Ry >2 T B (7.1)
weHT ()

The proof of Theorem 6.3 is mainly inspired by the proofs of lower bounds in
Locatelli and Carpentier (2018); Hadiji (2019). Before the start of the proof, we
first state a generalized version of Pinsker’s inequality developed in Hadjiji (2019)
(Lemma 3 therein).

Lemma 6.12. Let P and Q be two probability measures. For any random variable Z € [0, 1],
we have

[Ep(Z] — EolZ]| < VKL(P,Q)/2.

We consider K + 1 bandit instances {v;}X ; such that each bandit instance is
a collection of n distributions v; = (vi1, Vi2, ..., Vin) Where each v;; represents a
Gaussian distribution N(p;j,1/4) with pi; = E[vy;]. For any given 0 < o < « <
1 and time horizon T large enough, we choose n, my, m,K € N, such that the
following three conditions are satisfied:

1. n=my+ Km;

2. n/my < 2T%;

3. n/m < 2T
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Proposition 6.13. Integers satisfying the above three conditions exist. For instance, we
could first fix m € N and set K = |T%| —1 > 2.7 One could then set mg = m[T* %]

and n = mg + Km.

Proof. We notice that the first condition holds by construction. We now show that
the second and the third conditions hold.

For the second condition, we have

n_ my+Km

my my
m (Tocfoc"
T
<1 ;
+ Tocfoc
< 2T

For the third condition, we have

n  my+Km
m  om
m[Te ) + (|T%] —1)m
m
T 4 [T —1
[T = 1) 4 [T

T,

I I
—- — =

NN
N

]

Now we group n distribution into K 4 1 different groups based on their indices:
So=[mgland S; = [my +1-m]\[my + (i —1) - m]. Let A € (0, 1] be a parameter to
be tuned later, we then define K + 1 bandit instances v; for i € {0}U [K] by assigning

7K > 2 holds for T large enough.
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different values to their means p;;:

AJ2 ifj €S,
Hij = ¢ A ifje S;and 1 #0, (6.25)

0 otherwise.

We could clearly see there are m, best arms in instance v, and m best arms in
instances v;, Vi € [K]. Based on our construction in Proposition 6.13, we could then
conclude that, with time horizon T, the regret minimization problem with respect
to v, is in Hy(«’); and similarly the regret minimization problem with respect to v;
isin Ht(w), Vi € [K].

For any t € [T], the tuple of random variables H; = (A1, Xy,..., A, X¢) is the
outcome of an algorithm interacting with an bandit instance up to time t. Let
Q; = ([n] x R)* C R** and F; = B(Q,); one could then define a measurable space
(Qy, J) for Hy. The random variables A4, X, ..., Ay, X that make up the outcome
are defined by their coordinate projections:

Adlag,xg, ..., a,x) =a¢ and  X(ag, xq,..., Gy, Xe) = Xy

For any fixed algorithm/policy 7 and bandit instance v;, Vi € {0} U [K], we are
now constructing a probability measure P; ; over (Q, ). Note that a policy 7t is a
sequence (7t;){_,, where 7, is a probability kernel from (Q, 1,F; 1) to ([n],2™).
For each i, we define another probability kernel p; ; from (Q; ; x [n], F;_1 ®2M™) to
(R,B(R)) that models the reward. Assuming the reward is distributed according

to N(piq,, 1/4), we give its explicit expression for any B € B(R) as:

pit((a,x1,...,a),B) = J \/%eXp (—2(x — Hia,))dx.
B

The probability measure over P;  over (Q¢, F;) could then be define recursively as
Pit =pit (ﬂtIP’i,t,l). We use E; to denote the expectation taken with respect to P; .
Apply the same analysis as on page 21 of Hadiji (2019), we obtain the following
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proposition on KL decomposition.

Proposition 6.14.

KL (Po v, Pi,1) = Eo ZKL (Moa,, 1/4), N (1ia,, 1/4))

With respect to notations and constructions described above, we now prove
Theorem 6.3.

Proof. (Theorem 6.3) Let Ns.(T) = ZLl 1 (A € S;) denote the number of times
the algorithm 7t selects an arm in S; up to time T. Let R; v denote the expected
(pseudo) regret achieved by the algorithm 7t interacting with the bandit instance
v;. Based on the construction of bandit instance in Eq. (6.25), we have

A K
Ror > 5 ;Eo [Ns,(T)], (6.26)
and Vi € [K],
A TA Ei[Ns,(T)]
Rir > o (T—E:Ns (T)]) = — (1——T ) (6.27)

According to Proposition 6.14 and the calculation of KL-divergence between two
Gaussian distributions, we further have

T
KL(Po 1, Pi 1) =Fo | ) KL (N(poa,, 1/4), N (1ia,, 1/4))]

F T
=Eo | ) 2(moa, — MAJZI

L t=1
= 2F, [Ns, (T)] A%, (6.28)
where Eq. (6.28) comes from the fact that ; and py; only differs for j € S; and the
difference is exactly A.
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We now consider the average regret over i € [K]:

(B (-t 2
N TTA 2 i ( T) \/KL(PO,ZT,R,T))) (6.29)
= % 1— %Z E?r si(T]_ K i \/Eo [Ns. (T)] Az) (6.30)
i=1
Ty \/ ZL EalNsT) Az) (631)
> 2 (1 2A§“) (632)
> % %_ ZATB) , (6.33)

where Eq. (6.29) comes from applying Lemma 6.12 with Z = N (T)/Tand P = Py 1
and Q = Py 1; Eq. (6.30) comes from applying Eq. (6.28); Eq. (6.31) comes from
concavity of v/~ and the fact that Y | Eo[Ng (T)] < T; Eq. (6.32) comes from
applying Eq. (6.26); and finally Eq. (6.33) comes from the fact that K > 2 by
construction and the assumption that Ryt < B.

To obtain a large value for Eq. (6.33), one could maximize A while still make
V/2AB/K < 1/4. Set A = 275KB~!, following Eq. (6.33), we obtain

K
1
< > Ry >27°TKB™!
i=1
=287 ([T -1)B™* (6.34)
> 2 10T+l (6.35)

where Eq. (6.34) comes from the construction of K; and Eq. (6.35) comes from the
assumption that [T*| —1 > T*/4.
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Now we only need to make sure A = 27°KB~! < 1. Sincewe have K = | T%|—1 <
T* by construction and T* < B by assumption, we obtain A =27°KB ' < 27° <1

as desired. ]

6.8.2.2 Proof of Theorem 6.6

Lemma 6.15. Suppose an algorithm achieves rate function ©, then for any 0 < « < 0(0),
we have

0(ct) > 1+ a—0(0). (6.36)

Proof. Fix 0 < « < 6(0). For any € > 0, there exists constant c; and ¢, such that for

sufficiently large T,
sup RT < C1T9(0)+8 and sup RT < CZTQ((X)JrS.
weHr(0) weHT(x)

Let B = max{cy, 1} - T?©F¢, we could see that T* < T°®) < B holds by assumption.
For T large enough, the condition [T*| —1 > max{T*/4, 2} of Theorem 6.3 holds.
We then have

-1 _ 2710T1+a*9(0)*5/maX{C1, 1}

CZTG(OL)+5 > 2710T1+oc (max{q, 1} . T9(0)+£)
For T sufficiently large, we then must have

O(x) +e>1+a—0(0) —c¢.

Let ¢ — 0 leads to the desired result. O

Lemma 6.16. Suppose a rate function © is achieved by an algorithm, then we must have
0() > min{max{6(0),1 4+ o« —06(0)},1}, (6.37)

with 0(0) € [1/2,1].
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Proof. For any rate function 0 achieved by an algorithm, we first notice that 0(ot) >
O(o) forany 0 < of < & < 1 since Hr (') € Hy(x); this also implies 0(cc) > 6(0).
From Lemma 6.15, we further obtain () > 1+ « — 0(0) if & < 0(0). Thus, for any
x € (0,0(0)], we have

O(x) > max{0(0),1+ o« —0(0)}. (6.38)

Note that this indicates 0(0(0)) = 1, as we trivially have Rt < T. For any « €
(6(0),1], we have 6(x) > 0(0(0)) = 1, which leads to 6(«) = 1 for & € [0(0), 1]. To
summarize, we obtain the desired result in Eq. (6.37). We have 6(0) € [1/2,1] since

the minimax optimal rate among problems in H+(0) is 1/2. ]

Theorem 7.8. The rate function achieved by MOSS++ withany 3 € [1/2,1), i.e.,
Op : o« = min{max{f3,1+ o« — 3}, 1}, (7.4)

is Pareto optimal.

Proof. From Theorem 6.1, we know that the rate in Eq. (6.3) is achieved by Algo-
rithm 17 with input 3. We only need to prove that no other algorithms achieve
strictly smaller rates in pointwise order.

Suppose, by contradiction, we have 0’ achieved by an algorithm such that
0'(x) < Op(x) for all € [0,1] and 0'(xg) < O(wx) for at least one oy € [0, 1].
We then must have 6'(0) < 04(0) = 3. We consider the following two exclusive
cases.

Case 1: 0'(0) = B. According to Lemma 6.16, we must have 6’ > 03, which
leads to a contradiction.

Case 2: 0'(0) = B’ < B. According Lemma 6.16, we must have 0’ > 0.
However, 0 is not strictly better than 03, e.g., 05/(2 —1) =2 — B’ > B =
0p(2B — 1), which also leads to a contradiction. H
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6.8.3 Proofs and Supporting Results for Section 6.5
6.8.3.1 Proof of Lemma 6.8

Lemma 6.8. Suppose « is the true hardness parameter and o; —1/[log T] < o < o,
run Algorithm 18 with time horizon T and «; leads to the following regret bound:

sup Ry < ClogT. T2
weHr(x)

where C is a universal constant.

Proof. Let € denote the event that none of the best arm is selected in S,. According
to Lemma 6.10, the definition of « and the assumption that o« < «;, we know that
P(&) < 1/v/T. We now upper bound the regret:

Rt < (39,/|SM|T+|SM|> P(—&) +T-P(&) (6.39)
1
<39 /ISal T+ [Seil ) - 1+T- —=
( Ba | ll) VT

<56 (log T)V/2 . TUHe)/2 4 210g T- T + VT
<59 logT . T(1+0¢i)/2

<59 log T T+e)/2 T1/(2flog T]) (6.40)
< 59\/E lOgT . T(1+“)/2, (641)

where Eq. (6.39) comes from the regret bound of MOSS; Eq. (6.40) comes from
the assumption that a; < o« +1/[log T1; and Eq. (6.41) comes from the fact that
T1/2logT1) — llogT/(2l0g T /g8

]

80ne can sharpen the log T term to (log T)'/? in many cases, e.g., when « < 1 and T is large

enough (with respect to o). Again, we mainly focus on the polynomial terms here.
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6.8.3.2 Proof of Theorem 6.9

We first provide a martingale (difference) concentration result from Wainwright
(2019) (a rewrite of Theorem 2.19).

Lemma 6.17. Let {D}{°, be a martingale difference sequence adapted to filtration {F}3° ;.
If Elexp(ADy)|F¢_1] < exp(A202/2) almost surely for any A € R, we then have

€2
P > e | <2exp (_ﬁ>'

t
2D
i=1
Theorem 6.9. For any « € [0, 1] unknown to the learner, run Parallel with time horizon

T and optimal expected reward w, leads to the following regret upper bound:

sup Ry < C (log T)?T+e)/2)

weHt ()
where C is a universal constant.

Proof. This proof largely follows the proof of Theorem 4 in Locatelli and Carpentier
(2018). Forany T € N, and i € [[log T]], recall SR; is the subroutine initialized
with T and o«; = i/[[log T]]. We use T; ; to denote the number of samples allocated
to SR; up to time t, and represent its empirical regret at time t as /]ii,t =Tt He —

I‘:'tl Xi where X ~ va,, is the t-th empirical reward obtained by SR; and A;
is the index of the t-th arm pulled by SR;. We consider the corresponding regret
Rit = Tit - e — ZIQ Elua, ] (which is random in T; ;). We choose 6 =1/ VT as
the confidence parameter and provide &' = §/[log T| failure probability to each
subroutine.

Notice that R; ¢ — R = tT;'tl (Xit —Elpa,,]) is a martingale with respect to
filtration iﬂ =of Uscrnog i Tor At Xi, oo, Ton, At Xi1,}); and (Rye — Rit) —
(Rit—1 — Ri,1—1) defines a martingale difference sequence. Since, no matter what
value T; ¢ takes, Xy 1, —Elpa,, 1= (Xir, —ta, )+ (Ray, —Elua,, 1) is (vV2/2)-
sub-Gaussian (following a similar analysis as in Eq. (6.6) ),, applying’Lemma 6.17
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together with a union bound gives:

P (w € [[log T]],Vt € [T]: [Riy — Ryl > \/Ti,t -log (2T[log T] /5)) <5 (642)

We use & = {Vi € [[og T]1, ¥t € [T] : Ry — Ris| < /Tox - log (2T[log T] /5)} to de-
note the good event that holds true with probability at least 1 — 6. Since the regret
could be trivially upper bounded by T - & = +/T when € doesn’t hold, we only focus
on the case when event € holds in the following.

Fix any subroutine k € [[log T|] and consider its empirical regret ﬁk,T up to time
T. For any j # k, let T; < T be the last time that the subroutine SR; was invoked, we
have

~

ﬁj,Tj < Ry
< Rigr, + /T, - log (2TTlog T1/5)
< Rir+ /T log (2T[log T1/5), (6.43)

where Eq. (6.43) comes from the fact that the cumulative regret Ry  in non-decreasing
in t. Since SR; will only run additional [v/T] rounds after it was selected at time T;,
we further have

ﬁj,T < ﬁj,Ti + {\/ﬂ

< Rigr + /5T - log (2T[log T1/5), (6.44)

where Eq. (6.44) comes from the combining Eq. (6.43) with a trivial bounding
f\/_ | < V4T for all T € N,. Combining Eq. (6.44) with the fact that Rj 1 <
Rjt+ /T -log (2T[log T]/8) leads to

Ryt < Rir +41/T - log (2T[log T]/5). (6.45)

Let i, € [[log T|] denote the index such that &;, 1 < & < «4,. As the total regret
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is the sum of all subroutines, we have that, for some universal constant C,

[log T

Z Rit < [logT] - (Ri*,T + 4\/T -log (2T[log T] /5)) (6.46)
i=1

< [logT] - (59\/6 1ogT-T<1+“)/2+4\/T-1og (2T3/2ﬂogﬂ)> (6.47)
< C (log T T2,
where Eq. (6.46) comes from setting k = 1, in Eq. (6.45); Eq. (6.47) comes from

applying Lemma 6.8 with the non-decreasing nature of cumulative regret and
taking & = 1/+/T. Integrate once more leads to the desired result. O

6.8.3.3 Anytime Version

The anytime version of Algorithm 19 could be constructed as following.

Algorithm 21 Anytime version of Parallel

1: fori=0,1,... do
2. Run Algorithm 19 with the optimal expected reward p, for 2' rounds.

Corollary 6.18. For any time horizon T and « € [0,1] unknown to the learner, run
Algorithm 21 with optimal expected reward ., leads to the following anytime regret upper:

sup Rr<C (logT)zT(”“)/z,

weHt ()
where C is a universal constant.

Proof. The proof is similar to the one for Corollary 6.11. O
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7 MODEL SELECTION FOR LINEAR BANDITS

We study model selection in linear bandits, where the learner must adapt to the
dimension (denoted by d,) of the smallest hypothesis class containing the true
linear model while balancing exploration and exploitation. Previous papers provide
various guarantees for this model selection problem, but have limitations; i.e., the
analysis requires favorable conditions that allow for inexpensive statistical testing
to locate the right hypothesis class or are based on the idea of “corralling” multiple
base algorithms, which often performs relatively poorly in practice. These works
also mainly focus on upper bounds. In this chapter, we establish the first lower
bound for the model selection problem. Our lower bound implies that, even with a
fixed action set, adaptation to the unknown dimension d, comes at a cost: There isno
algorithm that can achieve the regret bound O(y/d, T) simultaneously for all values
of d,. We propose Pareto optimal algorithms that match the lower bound. Empirical
evaluations show that our algorithm enjoys superior performance compared to

existing ones.

7.1 Introduction

Model selection considers the problem of choosing an appropriate hypothesis
class to conduct learning, and the hope is to optimally balance two types of error:
the approximation error and the estimation error. In the supervised learning
setting, the learner is provided with a (usually nested) sequence of hypothesis
classes Hgq C Hq41. As an example, H4 could be the hypothesis class consisting of
polynomials of degree at most d. The goal is to design a learning algorithm that
adaptively selects the best of these hypothesis classes, denoted by J{(,, to optimize
the trade-off between approximation error and estimation error. Structural Risk
Minimization (SRM) (Vapnik and Chervonenkis, 1974; Vapnik, 1995; Shawe-Taylor
et al., 1998) provides a principled way to conduct model selection in the standard

supervised learning setting. SRM can automatically adapt to the complexity of the
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hypothesis class 3, with only additional logarithmic factors in sample complexity.
Meanwhile, cross-validation (Stone, 1978; Craven and Wahba, 1978; Shao, 1993)
serves as a helpful tool to conduct model selection in practice.

Despite the importance and popularity of model selection in the supervised
learning setting, only very recently have researchers started to study on model
selection problems in interactive/sequential learning setting with bandit feedback.
Two additional difficulties are highlighted in such bandit setting (Foster et al.,
2019): (1) decisions/actions must be made online/sequentially without seeing the
entire dataset; and (2) the learner’s actions influence what data is observed, i.e., we
only have partial/bandit feedback. In the simpler online learning setting with full
information feedback, model selection results analogous to those in the supervised
learning setting are obtained by several parameter-free online learning algorithms
(McMahan and Abernethy, 2013; Orabona, 2014; Koolen and Van Erven, 2015; Luo
and Schapire, 2015; Orabona and P4l, 2016; Foster et al., 2017; Cutkosky and Boahen,
2017; Cutkosky and Orabona, 2018).

The model selection problem for (contextual) linear bandits is first introduced
by Foster et al. (2019). They consider a sequence of nested linear classifiers in R
as the set of hypothesis classes, with d; < d, < --- < dm = d. The goal is to adapt
to the smallest hypothesis class, with apriori unknown dimension d,, that preserves
linearity in rewards. Equivalently, one can think of the model selection problem as
learning a true reward parameter 6, € R¢, but only the first d, entries of 8, contain
non-zero values. The goal is to design algorithms that could automatically adapt
to the intrinsic dimension d,, rather than suffering the ambient dimension d. In
favorable scenarios when one can cheaply test linearity, Foster et al. (2019) provide
an algorithm with regret guarantee that scales as O(K'/4T34/y2 + /Kd, T/v*),
where K is the number of arms and v is the smallest eigenvalue of the expected
design matrix. The core idea therein is to conduct a sequential test, with sublinear
sample complexity, to determine whether to step into a larger hypothesis class on
the fly. Although this provides the first guarantee for model selection in the linear
bandits, the regret bound is proportional to the number of arms K and the reciprocal

of the smallest eigenvalue, i.e., y~!. Both K and y~! can be quite large in practice,



264

thus limiting the application of their algorithm. Recall that, when provided with
the optimal hypothesis class, the classical algorithm LinUCB (Chu et al., 2011; Auer,
2002) for linear bandit achieves a regret bound O(y/d, T), with only polylogarithmic
dependence on K and no dependence ony .

The model selection problem in linear bandits was further studied in many
subsequent papers. We roughly divide these methods into the following two sub-

categories:

1. Testing in Favorable Scenarios. The algorithm in Ghosh et al. (2020) con-
ducts a sequence of statistical tests to gradually estimate the true support
(non-zero entries) of 6,, and then applies standard linear bandit algorithms on
identified support. The regret bound of their algorithm scales as O(d2/y*® +
dY/*T1/2), where y = min{|6, | : 0,; # 0} is the minimum magnitude of
non-zero entries in 0,. Their regret bound not only depends on the ambient
dimension d but also scales inversely proportional to a small quantity y. Their
guarantee becomes vacuous when d and/or y~! are large. Chatterji et al.
(2020) consider a different model selection problem where the rewards come
from either a linear model or a model with K independent arms. Their algo-
rithm also relies on sequential statistical testing, which requires assumptions
stronger than the ones used in Foster et al. (2019) (thus suffering from similar

problems).

2. Corralling Multiple Base Algorithms. Another approach maintains multi-
ple base learners and use a master algorithm to determine sample allocation
among base learners. This type of algorithm is initiated by the CORRAL al-
gorithm (Agarwal et al., 2017). Focusing on our model selection setting, the
base learners are usually constructed using standard linear bandit algorithms
with respect to different hypothesis classes (dimensions). To give an example
of the CORRAL-type of algorithm, the Smooth Corral algorithm developed
in Pacchiano et al. (2020b) enjoys regret guarantees O(d,+/T) or O(d}/*T?/3).
Other algorithms of this type, including some concurrent works, can be found
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in Abbasi-Yadkori et al. (2020); Arora et al. (2020); Pacchiano et al. (2020a);
Cutkosky et al. (2020, 2021).

Note that above algorithms either only work in favorable scenarios when some
critical parameters, e.g., Yy~ and K, are not too large or must balance over multiple
base algorithms which often hurts the empirical performance. They also mainly
focus on developing upper bounds for the model selection problem in linear bandits.
In this chapter, we explore the fundamental limits (lower bounds) of the model se-
lection problem and design algorithms with matching guarantees (upper bounds).
We establish a lower bound, using only a fixed action set, indicating that adaptation
to the unknown intrinsic dimension d, comes at a cost: There is no algorithm that
can achieve the regret bound 6(@ ) simultaneously for all values of d,. We
also develop a Pareto optimal algorithm, with ideas fundamentally different from
“testing” (Foster et al., 2019; Ghosh et al., 2020) and “corralling” (Pacchiano et al.,
2020b; Agarwal et al., 2017), to bear on the model selection problem in linear ban-
dits. Our algorithm is built upon the construction of virtual mixture-arms, which
is previously studied in continuum-armed bandits (Hadiji, 2019) and K-armed
bandits (Zhu and Nowak, 2020). We adapt their methods to our setting, with new
techniques developed to deal with the linear structure, e.g., the construction of

virtual dimensions.

7.1.1 Contribution and Organization

We briefly summarize our contributions as follows.

e We review the model selection problem in linear bandits, and additionally
define a new parameter (in Section 7.2) that reflects the tension between time
horizon and the intrinsic dimension. This parameter provides a convenient

way to analyze high-dimensional linear bandits.

e We establish the first lower bound for the model selection problem in Sec-
tion 7.3. Our lower bound indicates that the model selection problem is strictly

harder than the problem with given optimal hypothesis class: There is no
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algorithm that can achieve the non-adaptive O(Vd,T) regret bound simul-
taneously for all values of d,. We additionally characterize the exact Pareto

frontier of the model selection problem.

e In Section 7.4, we develop a Pareto optimal algorithm that is fundamentally dif-
ferent from existing ones relying on “testing” or “corralling”. Our algorithm
is built on the construction of virtual mixture-arms and virtual dimensions.
Although our main algorithm is analyzed under a mild assumption, we also

provide a workaround.

e We conduct experiments in Section 7.5 to evaluate our algorithms. Our main
algorithm shows superior performance compared to existing ones. We also
show that our main algorithm is fairly robust to the existence of the assumption

used in our analysis.

7.1.2 Additional Related Work

Bandit with large/continuous action spaces. Adaptivity issues naturally arises
in bandit problems with large or infinite action space. In continuum-armed bandit
problems (Agrawal, 1995), actions are embedded into a bounded subset X C R¢
with a smooth function f governing the mean payoff for each arm. Achievable theo-
retical guarantees are usually influenced by some smoothness parameters, and an
important question is to design algorithms that adapt to these unknown parameters,
as discussed in Bubeck et al. (2011b). Locatelli and Carpentier (2018) show that,
however, no strategy can be optimal simultaneously over all smoothness classes.
Hadiji (2019) establishes the Pareto frontier for continuum-armed bandits with
Holder reward functions. Adaptivity is also studied in the discrete case with a large
action space (Wang et al., 2008; Lattimore, 2015; Chaudhuri and Kalyanakrishnan,
2018; Russo and Van Roy, 2018; Zhu and Nowak, 2020). Lattimore (2015) studies
the Pareto frontier in standard K-armed bandits. Zhu and Nowak (2020) develop

Pareto optimal algorithms for the case with multiple best arms.
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High-dimensional linear bandits. As more and more complex data are being
used and analyzed, modern applications of linear bandit algorithms usually involve
dealing with ultra-high-dimensional data, sometimes with dimension even larger
than time horizon (Deshpande and Montanari, 2012). To make progress in this
high-dimensional regime, one natural idea is to study (or assume) sparsity in the
reward vector and try to adapt to the unknown true support (non-zero entries). The
sparse bandit problem is strictly harder than the model selection setting considered
here due to the absence of the hierarchical structures. Consequently, a lower bound
on the regret of the form Q(+/dT), which scales with the ambient dimension d, is
indeed unavoidable in the sparse linear bandit problem (Abbasi-Yadkori et al., 2012;
Lattimore and Szepesvari, 2020). Other papers deal with the sparsity setting with
additional feature feedback (Oswal et al., 2020) or further distributional/structual
assumptions (Carpentier and Munos, 2012; Hao et al., 2020) to circumvent the lower
bound. These high-dimensional linear bandit problems motivate our investigation
of the relationship between time horizon and data dimension.

7.2 Problem Setting

We consider a linear bandit problem with a finite action set A C R4 where |A| = K
(Auer, 2002; Chu et al., 2011). (The feature representation of) Each arm/action
a € Ais viewed as a d dimensional vector, and its expected reward f(a) is linear
with respect to a reward parameter 0, € RY, ie, f(a) = (a,0,). As standard in
the literature (Lattimore and Szepesvari, 2020), we assume maxqc4 [|a| < 1 and
16,4]] < 1. The bandit instance is said to have intrinsic dimension d, if 6, only
has non-zero entries on its first d, < d coordinates. The model selection problem
aims at designing algorithm that can automatically adapt to the unknown intrinsic
dimension d, in the interactive learning setting with bandit feedback.

At each time step t € [T], the algorithm selects an action A; € A based on
previous observations and receives a reward X; = (A, 0,) + 1, where 1 is an
independent 1-sub-Gaussian noise. We define the pseudo regret (which is random,

. . . 3 T
due to randomness in A;) over time horizon T as Ry = }_,_, (64, a, — Ay), where
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a, corresponds to the best action in action set, i.e., a, = argmax_ c 4(a,0,). We

measure the performance of any algorithm by its expected regret Rt = E [ﬁT} =

E[Y {0, a.—Ad).

We primarily focus on the high-dimensional linear bandit setting with ambient
dimension d close to or even larger than (the allowed) time horizon T. We use
R(T, d,) to denote the set of regret minimization problems with time horizon T and
any bandit instance with intrinsic dimension d,. We emphasize that T is part of the
problem instance, which was largely neglected in previous work focusing on the
low dimensional regime where T > d,. To model the tension between the allowed

time horizon and the intrinsic dimension, we define the hardness level as
P (R(T,d,)) =min{ax >0:d, <T*} =logd,/logT.

P(R(T, d,)) is used here since it precisely captures the regret over the set of regret
minimization problem R(T, d,), as discussed later in our review of the LinUCB
algorithm and the lower bound. Since smaller \(R(T, d,)) indicates easier problem,
we define the family of regret minimization problems with hardness level at most «

as
Hor(x) ={UR(T, d.) : »(R(T, d,)) < o}y,

where « € [0, 1]. Although T is necessary to define a regret minimization problem,
the hardness of the problem is encoded into a single parameter : Problems with
different time horizons but the same « are equally difficult in terms of the regret
achieved by LinUCB (the exponent of T). We explore the connection d, < T*
in the rest of this chapter and focus on (polynomial) dependence on T (i.e., the
dependence on d, is translated into the dependence on T*). We are interested
in designing algorithms with worst case guarantees over Jy (o), but without the

knowledge of o.
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LinUCB and upper bounds. In the standard setting where d, is known, LinUCB
Chuetal. (2011); Auer (2002) achieves o) (v/d,T) regret.! For any problem in H+(«)
with known «, one could run LinUCB on the first [T*| coordinates and achieve
O(T(+)/2) regret. The goal of model selection is to achieve the O(T(+*)/2) regret
but without the knowledge of «.

Lower bounds. In the case when d, < VT, Chu et al. (2011) prove a Q(+/d,T)
lower bound for linear bandits. When d, > /T is the case, a lower bound Q (K!/4T3/4)
is developed in Abe et al. (2003).

7.3 Lower Bound and Pareto Optimality

We study lower bounds for model selection in this section. We show that simulta-
neously adapting to all hardness levels is impossible. Such fundamental limitation
leads to the established of Pareto frontier.

Our lower bound is constructed by relating the regrets between two (sets of)
closely related problems: We show that any algorithm achieves good performance
on one of them necessarily performs bad on the other one. Similar ideas are previ-
ously explored in continuum-armed bandit and K-armed bandits (Locatelli and
Carpentier, 2018; Hadiji, 2019; Zhu and Nowak, 2020). We study the linear case
with model selection and establish the following lower bound.? We use w € H+(«)
to represent any bandit regret minimization problem with time horizon T and

hardness level at most « (i.e., d, < T%).

Theorem 7.1. Consider any 0 < o < o < 1and B > 0 satisfying T* < B and
| T*/2] > max{T*/4, T, 2}. If an algorithm is such that SUP e (o) R+ < B, then the

Technically, the regret bound is only achieved by a more complicated algorithm SupLinUCB.
However, it’s common to use LinUCB as the practical algorithm. See Chu et al. (2011) for detailed
discussion.

2Qur lower bound is quantitatively similar to the one studied in K-armed bandits with multiple
best arms (Zhu and Nowak, 2020).
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regret of the same algorithm must satisfy

sup Ry >2 0Tl (7.1)
weHt ()

Our lower bound delivers important messages to the model selection problem
in linear bandits. Most of the previous efforts and open problems (Foster et al.,
2019; Pacchiano et al., 2020b) are made to match the usual non-adaptive regret with
known d, (or «). Our lower bound, however, provides a negative answer towards
the open problem of achieving regret guarantees O(T(+%)/2) simultaneously for
all hardness levels o. We interpret this result next.

Interpretation of Theorem 7.1. Fix any linear bandit algorithm. We consider
two problem instances with different hardness levels 0 < «’ < « < 1 (and sat-
isfy the constrains in Theorem 7.1). On one hand, if the algorithm is such that
SUP ca¢, (o) RT = @(T1F/2), we know that this algorithm is already sub-optimal
over problems with hardness level at most o’. On the other hand, suppose that the
algorithm achieves the desired regret O(T(+*)/2) over Hr (). Eq. (7.1) then tells
us that sup,, s o) Rt = Q(T1#2%7%)/2) which is (asymptotically) larger than the
desired regret O(T1+x)/2) over problems with hardness level at most «.

If we aim at providing regret bounds with only polylogarithmic dependence on
K in linear bandits (which is usually the case for linear bandits with finite action set
(Auer, 2002; Chu et al., 2011) ). our lower bound also provides a negative answer
to the open problem of achieving a weaker guarantee O(TvdlY) = O(TY+l-v)),
withy € [1/2,1) (Foster et al., 2019), simultaneously for all d, (or x).

In the model selection setting, the performance of any algorithm should be
a function of the hardness level «: The algorithm needs to adapt the unknown
o.. To further explore the fundamental limit for model selection in linear bandits,
following Hadiji (2019); Zhu and Nowak (2020), we define rate function to capture
the performance of any algorithm (in terms of its regret dependence on polynomial
terms of T).
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Definition 7.2. Let 0 : [0,1] — [0, 1] denote a non-decreasing function. An algorithm
achieves the rate function 0 if

SupwE}CT(cx) RT
Te(oc)Jrs

Ve >0,V € [0,1], limsup

T—oo

< +o00.
Since there may not always exist a pointwise ordering over rate functions, we
consider the notion of Pareto optimality over rate functions.

Definition 7.3. A rate function © is Pareto optimal if it is achieved by an algorithm, and
there is no other algorithm achieving a strictly smaller rate function 0" in the pointwise

order. An algorithm is Pareto optimal if it achieves a Pareto optimal rate function.

We establish the following lower bound for any rate function that can be achieved

by an algorithm designed for model selection in linear bandits.

Theorem 7.4. Suppose a rate function 0 is achieved by an algorithm, then we must have
() > min{max{0(0),1 + ««—06(0)},1}, (7.2)

with ©(0) € [1/2,1].
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Figure 7.1: Pareto optimal rates for model selection in linear bandits.

Fig. 7.1 illustrates the Pareto frontiers for the model selection problem in linear
bandits: The blue dashed line represents the non-adaptive rate function achieved
by LinUCB with known «; Other curves represent Pareto optimal rate functions
(achieved by Pareto optimal algorithms introduced in Section 7.4) for the model
selection problem in linear bandits. Fig. 7.1 implies that no algorithm can achieve
the non-adaptive rate simultaneously for all x: any Pareto optimal curve has to be

higher than the non-adaptive curve at least at some points.

Pareto optimality of CORRAL-type of algorithms. We remark that, accompa-
nied with our lower bound, the Smooth Corral algorithm presented in Pacchiano
et al. (2020b) is also Pareto optimal. While only a O(d,+/T) regret bound is pre-
sented for the Smooth Corral algorithm, upon inspection of their analysis, we find
that Smooth Corral can actually match the lower bound in Eq. (7.2) by setting the
learning rate as = T~9), for any 0(0) € [1/2,1). See Section 7.7.3.3 for a detailed
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discussion.

Although the CORRAL-type of algorithm (e.g., Smooth Corral) is Pareto optimal,
they may not be effective in problems with specific structures (Papini et al., 2021).
We introduce a new Pareto optimal algorithm in the next section, which is shown to
be more practical than Smooth Corral regarding model selection problems in linear
bandits (see Section 7.5).

7.4 Pareto Optimality with New Ideas

We develop a Pareto optimal algorithm LinUCB++ (Algorithm 22) that operates
fundamentally different from algorithms rely on “testing” (Foster et al., 2019; Ghosh
et al., 2020) or “corralling” (Pacchiano et al., 2020b; Agarwal et al., 2017). Our
algorithm is built upon the construction of virtual mixture-arms (Hadjiji, 2019; Zhu
and Nowak, 2020) and virtual dimensions.

We first introduce some additional notations. For any vector a € R% and 0 <

(di) € R to represent the truncated version of a that only keeps the

d; < d,weusea
first d; dimensions. We also use [a;; a,] to represent the concatenated vector of a,
and a,. We denote A(4) C R4 as the “truncated" action (multi-) set, i.e., A(d) =
{ald) e R4 :a € A}. One can always manually construct the truncated action
set Al4) and pretend to work with arms with truncated feature representations
(though their expected rewards may not be aligned with the truncated feature
representations).

We present LinUCB++ in Algorithm 22. LinUCB++ operates in iterations with
geometrically increasing length, and it invokes LinUCB (SupLinUCB) (Chu et al.,
2011; Auer, 2002) with (roughly) geometrically decreasing dimensions. The core
steps of LinUCB++ are summarized at lines 3 and 4 in Algorithm 22, which consists
of construction of virtual mixture-arms and virtual dimensions (the modified linear

bandit problem). We next explain in detail these two core ideas.

The virtual mixture-arm. After each iteration j, let p; denote the vector of em-
pirical sampling frequencies of the arms in that iteration, i.e., the k-th element



274

Algorithm 22 LinUCB++

Input: Time horizon T and a user-specified parameter 3 € [1/2,1).

1: Set: p = [log, TP], di = min{2P**7%, d} and AT; = min{2P ", T}.

2. fori=1,...,pdo

3:  Run LinUCB on a set of arms S; for AT; rounds, where S; contains all arms in
A4 gnd a set of virtual mixture-arms constructed from previous iterations,
i.e., {Vj}j<i. LinUCB is operated with respect to an modified linear bandit
problem with added virtual dimensions.

4:  Construct a virtual mixture-arm v; based on empirical sampling frequencies
in iteration 1.

of p; is the number of times arm k, including all previously constructed virtual
mixture-arms, was sampled in iteration j divided by the total number of time steps
AT;. The virtual mixture-arm for iteration j is the p;-mixture of the arms played
in iteration j, denoted by v;. When LinUCB samples from vj, it first draws a real
arm j, ~ p; with feature representation A.,? then pull the real arm A, to obtain a
reward X; = (0,, A¢) + 1. The expected reward of virtual mixture-arm v; can be
expressed as (0,,a,) — R AT /AT:, where we use RaT, to denote the expected regret
suffered in iteration j. Virtual mixture-arms v; provide a convenient summary of
the information gained in the j-th iterations so that we don’t need to explore arms
in the (effectively) d; dimensional space again.

Linear bandits with added virtual dimensions. We consider the linear bandit
problem in iteration i, where each arm in A(di) is viewed as a vector in R4, Besides
this simple truncation, we lift the feature representation of each arm into a slightly
higher dimensional space to include the i — 1 virtual mixture-arms constructed in
previous iterations (i.e., adding virtual dimensions). More specifically, we augment
i —1 zeros to the feature representation of each truncated real arm a € Aldi)- we
also view each virtual mixture-arm v; as a d; + i — 1 dimensional vector ;J{dﬂ with
its (d; + j)-th entry being 1 and all other entries being 0. As a result, LinUCB will

operate on an modified linear bandit problem with action set A(d) C R&Hi-1

31f the index of another virtual mixture-arm is returned, we sample from that virtual mixture-arm
until a real arm is returned.
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where A = {[al®);0] e R* T a e A} U W], and A = K41 -1.
Working with added virtual dimensions allows us to incorporate information stored

in virtual mixture-arms without too much additional cost since i < p = O(log T).

Remark 7.5. Previous application of the virtual mixture-arms only works in continuum-
armed bandits or K-armed bandits (Zhu and Nowak, 2020; Hadiji, 2019), where no further
modifications are needed to incorporate information stored in virtual mixture-arms. Besides
the construction of the virtual dimension, we also provide another way to incorporate the
virtual mixture-arms in Section 7.4.2. These modifications are important for the linear
bandit case.

7.4.1 Analysis

We first analyze LinUCB++ with the following assumption. A modified version of
LinUCB++ (Algorithm 23) is provided in Section 7.4.2 and analyzed without the

assumption.

Assumption 7.6. An action set A C RY is expressive if we have a'%) = [a(49);0] € A
forany a € Aand d; < d.

Assumption 7.6 is naturally satisfied when certain combinatorial structure and
ranking information are associated with the action set. This is best explained with
an example. Suppose the arms are consumer products and each has a subset of
d possible features, i.e., the arms are binary vectors in R¢ indicating the features
of the product (the combinatorial aspect). Think of the features as being ordered
from base-level features to high-end features (the ranking information). In this
case, Assumption 7.6 means that if a product a € A, then A also contains all
products with fewer high-end features, i.e., truncations of action a. We also make

the following two comments regarding Assumption 7.6.

1. The action set we used to construct the lower bound in Theorem 7.1 can be
made expressive, as noted in Remark 7.10 in Section 7.7.1.1;
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2. Although the original version of LinUCB++ is analyzed with Assumption 7.6,
it shows strong empirical performance even without such assumption (see
Section 7.5).

Equipped with Assumption 7.6, we can replace the “truncated” action set A%)
with real arms that actually exist in the action set. As a result, the linearity in
rewards is preserved in the modified linear bandit problem in R%*~! with added
virtual dimensions. The modified linear bandit problem is associated with reward
vector 044 = [Gidi); ... ﬁi_l] € R4T1 where we use [1; = (0,, a,) —RaT,/AT;
to denote the expected reward of mixture-arm v;. In the i-th iteration of LinUCB++,
we invoke LinUCB to learn reward vector Oidi> € R4+-1 which takes worst case
regret proportional to d; + i — 1 instead of the ambient dimension d.

Since there are at most O(log T) iterations of LinUCB++, we only need to upper
bound its regret at each iteration. Suppose S; is the set of actions that LinUCB++ is
working on at iteration i. We use as, = argmax, ¢ (6., a) to denote the arm with
the highest expected reward; and decompose the regret into approximation error
and learning error:

RAT,; = E [ATl . <6*, a, — a5i>]/ (73)
expected approximation error due to the selection of S;
ATy
+ E Z(G*, Clsi —At>
t=1

expected learning error due to the sampling rule {A¢}/_,

The learning error. At each iteration i, LinUCB++ invokes LinUCB on a linear
bandit problem in R%**~1 for AT; time steps, where d; and AT; are specifically

chosen such that d; AT; < O(T?#). The learning error is then upper bounded by

6(\/ d; AT;) = 6(T6) based on the regret bound of LinUCB (the norm of reward
vector Gid” increases with iteration i due to added virtual dimensions, we deal

with that in Section 7.7.2.2).
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The approximation error. Leti, € [p]denote thelargestinteger such thatd;, > d..
For iterations i < 1,, since 6, only has its first d, < d; coordinates being non-zero,
we have max A(di>{< eid”, a>} = (0,4, a,) and the expected approximation error
equals zero. As a result, we upper bound the expected regret for iteration i < i, by
its expected learning error, i.e., Ra1, < 6(Tf3 ). Now consider any iteration i > 1i,.
Since the virtual mixture-arm v;, is constructed by then, and its expected reward
is 1, = (04, a,) — RaT, /AT;,, we can further bound the expected approximation
error by ATiRat, /AT, = 0 (T'+*=B) (detailed in Section 7.7.2.5).

We now present the formal guarantees of LinUCB++.

Theorem 7.7. Run LinUCB++ with time horizon T and any user-specified parameter
B € [1/2,1) leads to the following upper bound on the expected regret:

sup Ry
weHT ()

=0 <10g7/2 (KT IOg T) . Tmin{max{ﬁ,l+o¢—ﬁ},1}> .
The next theorem shows that LinUCB++ is Pareto optimal with any input 3 €
1/2,1).

Theorem 7.8. The rate function achieved by LinUCB++ with any input 3 € [1/2,1), i.e.,
0p : & — min{max{p,1+ o« — 3}, 1}, (7.4)

is Pareto optimal.

7.4.2 Removing Assumption 7.6

Assumption 7.6 is used to preserve linearity when working with truncated action
sets. In general, one should not expect to deal with misspecified linear bandits
without extra cost: Lattimore et al. (2020) develop a regret lower bound Q(ev/d T)
for misspecified linear bandits with misspecification level e. The lower bound scales

linearly with T if there is no extra control/assumptions on the misspecified level .
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Going back to our algorithm, however, we notice that there is a special structure
in the source of misspecifications: the virtual-mixture arms are never misspeci-
fied. We explore this fact and provide a modified version of Algorithm 22 (i.e.,
Algorithm 23) that works without Assumption 7.6 and is Pareto optimal. The modi-
fied algorithm is less practical since it invokes Smooth Corral as a subroutine (see
Section 7.5).

Algorithm 23 LinUCB++ with Corral

Input: Time horizon T and a user-specified parameter 3 € [1/2,1).

1: Set: p = [log, TP], di = min{2P**7%, d} and AT; = min{2P ", T}.

2. fori=1,...,pdo

3:  Construct two (smoothed) base algorithms: (1) a LinUCB algorithm working
with action set A(41); and (2) a UCB algorithm working with the set of vir-
tual mixture-arms (if any), i.e., {Vj}j<i. Invoke Smooth Corral as the master
algorithm with learning raten = 1/v/d;AT;.

4:  Construct a virtual mixture-arm v; based on the empirical sampling frequen-
cies in iteration 1.

We defer detailed discussion on Algorithm 23 and Smooth Corral to Section 7.7.3.
We state the guarantee of Algorithm 23 next.

Theorem 7.9. With any input 3 € [1/2,1), the rate function achieved by Algorithm 23
(without Assumption 7.6) is Pareto optimal.

7.5 Empirical Results

We empirically evaluate our algorithms LinUCB++ and LinUCB++ with Corral in this
section. We find that LinUCB++ enjoys superior performance compared to existing
algorithms. Although Assumption 7.6 is needed in the analysis of LinUCB++, our
experiments show that LinUCB++ is fairly robust to the existence of such assumption.

We compare LinUCB++ and LinUCB++ with Corral with four baselines: LinUCB
(Chuetal., 2011), LinUCB Oracle, Smooth Corral (Pacchiano et al., 2020b) and Dynamic
Balancing (Cutkosky et al., 2021). LinUCB is the standard linear bandit algorithm
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Figure 7.2: Experiments without Assumption 7.6. (a) Comparison of progressive
regret curve with hardness level « ~ 0.32. (b) Comparison of regret with varying
o

that works in the ambient dimension R¢. LinUCB Oracle represents the oracle
version of LinUCB: it takes the knowledge of the instrinsic dimension d, and works
in R%. Smooth Corral and Dynamic Balancing are implemented with M = [log, d]
base LinUCB learners with different dimensions d; € {2°,21,...,2M~1}; their master
algorithms conduct corraling/regret balancing on top of these base learners. We
set B = 0.5 in LinUCB++ and LinUCB++ with Corral.* The regularization parameter
A for least squares in (all subroutines/base learners of) LinUCB is set as 0.1.

We first conduct experiments without an expressive action set (i.e., without
Assumption 7.6). We consider a regret minimization problem with time hori-
zon T = 2500 and a bandit instance consists of K = 1200 arms selected uni-
formly at random in the d = 600 dimensional unit ball. We set reward parameter
0, = [1/V4d,,...,1/V/4,,0,...,01" € R? for any intrinsic dimension d, (see Sec-
tion 7.7.4 for experiments with other choices of 0, ). To prevent lengthy exploration
over exploitation, we consider Gaussian noises with zero means and 0.1 standard

deviations. We evaluate each algorithm on 100 independent trials and average

#In practice, we recommend taking B = (1 + &)/2 if an estimation & (of «) is available; otherwise,
we empirically find that taking 3 = 0.5 works well.
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the results. Fig. 7.2a shows how regret curves of different algorithms increase.
The experiment is run with intrinsic dimension d, = 12, which corresponds to
a hardness level « ~ 0.32. LinUCB++ outperforms all other algorithms (except
LinUCB Oracle), and enjoys the smallest variance. LinUCB++ (almost) flatten its
regret curve at early stages, indicating that it has learned the true reward parameter.
Fig. 7.2b illustrates the performance of algorithms with respect to different intrinsic
dimensions. We run experiments with d, € {5,10, 15, 20,25, 30, 35}, and mark the
corresponding « values in the plot. Across all  values, LinUCB++ shows superior
performance compared to LinUCB, Smooth Corral, Dynamic Balancing and LinUCB++
with Corral. These results indicate that LinUCB++ can be practically applied without
an expressive action set (thus without Assumption 7.6).

The empirically poor performance of CORRAL-type of algorithms might be due
to the fact that they need to balance over multiple base algorithms. On the other
hand, LinUCB++ invokes only one LinUCB subroutine at each iteration. Although
the subroutine is restarted at the beginning of each iteration, it runs on (roughly)
geometrically decreasing dimensions. Such efficient learning procedure is backed

by our construction of virtual mixture-arms and virtual dimensions.
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Figure 7.3: Similar experiment setups to those shown in Fig. 7.2, but with Assump-
tion 7.6.
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We also run experiments with expressive action sets. We first generate K = 800
arms uniformly at random from a d = 400 dimensional unit ball. The action set is
then made expressive by adding actions with truncated features.” We provide the
expressive action set to all algorithms since the best reward could be achieved by a
truncated arm. Other experimental setups are similar to the ones described before.
The shape of curves appearing in both Fig. 7.3a and Fig. 7.3b are resembles the ones
in Fig. 7.2, and LinUCB++ outperforms LinUCB, Smooth Corral, Dynamic Balancing and
LinUCB++ with Corral. One slight difference is that Smooth Corral, Dynamic Balancing,
LinUCB++ with Corral and LinUCB++ have relatively worse performance when as «
increases: The regret curves (in Fig. 7.3b) increase at faster speeds. Smooth Corral,
Dynamic Balancing and LinUCB++ with Corral are outperformed by the standard
LinUCB when the hardness level « gets large.

7.6 Discussion

We study the model selection problem in linear bandits where the goal is to adapt
to the unknown intrinsic dimension d,, rather than suffering from regret propor-
tional to the ambient dimension d. We establish a lower bound indicating that
adaptation to the unknown intrinsic dimension d, comes at a cost: There is no
algorithm that can achieve the regret bound 0 (v/d,T) simultaneously for all values
of d,. Under a mild assumption, we design a Pareto optimal algorithm, with ideas
fundamentally different from “testing” (Foster et al., 2019; Ghosh et al., 2020) and
“corralling” (Pacchiano et al., 2020b; Agarwal et al., 2017), to bear on the model
selection problem in linear bandits. We also provide a workaround to remove the
assumption. Experimental evaluations show superior performance of our main
algorithm compared to existing ones.

Although linear bandits with a fixed action set are commonly studied in the
literature (Lattimore et al., 2020; Wagenmaker et al., 2021), an interesting direction

is to generalize LinUCB++ to the contextual setting. The current version of LinUCB++

>We only truncate actions with respect to d; s selected by LinUCB++ to avoid the computational
burden of dealing with a large number of actions.
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works in the setting with adversarial contexts under the following two additional
assumptions: (1) we have a nested sequence of action sets Ay C A1 with [Ay| < K;
and (2) one of the best/near-optimal arm belongs to A;. How to remove/weaken
these assumptions is left to future work. We also remark that, after our initial
(arXiv) publication, Marinov and Zimmert (2021) established the Pareto frontier
for general contextual bandits, providing a negative answer to open problems raised
in Foster et al. (2020b).

7.7 Proofs and Supporting Results

7.7.1 Proofs and Supporting Results for Section 7.3

Besides specific treatments for linear bandits (e.g., the lower bound construction for
model selection), our proofs for this section largely follow the ones developed in
Hadiji (2019); Zhu and Nowak (2020). We provide details here for completeness.

7.7.1.1 Proof of Theorem 7.1

We consider K+1 linear bandit instances such that each is characterized by a reward
vector 0; € R4, 0 < i < K, with different intrinsic dimensions d, (or equivalently o).
For any action a € R¢, we obtain a reward r = (65, a) +1 where 1 is an independent
(1/2)-sub-Gaussian noise. Time horizon T is fixed and the ambient dimension
d is assumed to be large enough to avoid some trivial conflicts in the following
construction (e.g., we need d > T* to construct 6;) . Forany 0 < &’ < o« < 1 so that
T*/2 > T*, we now provide an explicit construction of {8;}X , as followings, with
A € R to be specified later.

1. Let 6p € R4 be any vector such that it is only supported on one of its first
| T%'| coordinates and ||6y||, = A/2. The regret minimization problem with

respect to 6y belongs to J{+(«’) by construction.
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2. Forany i € [K],let 0; = 6y + A - e, (1) where e; is the j-th canonical base and
p(i) = [T*/2|+1i. WesetK = |T*/2] = O(T*) so that the regret minimization
problem with respect to any 0; belongs to H+(«).

We consider a common fixed action set A = {a;}}_; = {80/||00]|} U {ep1)}X; for all
regret minimization problems (we set ag = 6,/(|0|| and a; = e, (i) for convenience).
We could notice that a is the best arm with respect to 6y, which has expected reward

A/2; and a; is the best arm with respect to 0;, which has expected reward A.

Remark 7.10. The action set A can be made expressive by augmenting the action set with
an all-zero action. The all-zero action will not affect our analysis since it always has zero

expected reward.

Remark 7.11. One can also add other canonical bases into the action set A so that {6;}%
becomes the unique reward vector for corresponding problems. These additional actions will

not affect our analysis as well since they all have zero expected reward.

For any t € [T], the tuple of random variables Hy = (A4, Xy, ..., A, X¢) is the
outcome of an algorithm interacting with an bandit instance up to time t. Let
Q, = ]_[::1 (A x R) and F¢ = B(Q,); one could then define a measurable space
(Q¢, Fy) for Hy. The random variables Aj, Xy, ..., Ay, X; that make up the outcome

are defined by their coordinate projections:
At(a1/X1/~"/at/Xt) = Q¢ and Xt(allxll"'/atlxt) = Xt-

For any fixed algorithm/policy 7t and bandit instance 6;, we are now constructing a
probability measure P; ; over (Q, F;). Note that a policy 7 is a sequence (7,){_;,
where 71, is a probability kernel from (Q_1, F;_1) to (A, 2) with the first probability
kernel 7 (w, -) being defined arbitrarily over (A, 2), to model the selection of the
first action. For each i, we define another probability kernel p; . from (Q¢_; x
A, T ®@24) to (R, B(R)) that models the reward. Since the reward is distributed

according to N (6 a, 1/4), we gives its explicit expression for any B € B(R) as
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following

2
pit((a,x1,...,a),B) = J \/;exp (—2(x—6; ay))dx.
B

The probability measure over P;  over (Q, F;) could then be define recursively as
Pt =pin (mPilt,l). We use E; to denote the expectation taken with respect to P; 1.

We have the following lemmas.

Lemma 7.12 (Lattimore and Szepesvari (2020)).

KL (Por, Py 1) = Eqg

Z KL (N(64 A, 1/4),N (8] A4, 1/4))] : (7.5)

Lemma 7.13 (Hadjiji (2019)). Let P and Q be two probability measures. For any random
variable Z € [0, 1], we have

KL(P, Q)

[Ep(Z] — EglZ]| < >

Theorem 7.1. Consider any 0 < « < o < 1and B > 0 satisfying T* < B and
|T*/2] > max{T*/4,T*,2}. If an algorithm is such that sup c3tr (o) RT < B, then the

regret of the same algorithm must satisfy

sup Ry >2 0T (7.1)
weHT ()

Proof. Let Ni(T) = ZLl 1 (At = ai) denote the number of times the algorithm
7t selects arm a; up to time T. Let R;t define the expected regret achieved by
algorithm 7 interacting with the bandit instance 0;. Based on the construction of

bandit instances, we have

Ror == > Eo[Ny(T)], (7.6)
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and for any i € [K]

A 1A Ei[N;(T)]
Rit 2 > (T—E:iNi(T)]) = - (1 — #> : (7.7)

According to Lemma 7.12 and the calculation of KL-divergence between two Gaus-

sian distributions, we further have
KL(Po,Pir) =Eo | Y KL (N(6] Ay, 1/4),N (6] A, 1 /4))]

=Eo | ) 2(6: — 60, Ay)’

t=1

=2, [N;(T)] A%, (7.8)

where Eq. (7.8) comes from the fact that 0; = 6y + A - e, (i) and the only arm in A
with non-zero value on the p(i)-th coordinate is a; = e, (1), with (6; — 6y, a;) = A.
We now consider the average regret over i € [K]:

e
>y (1 - %i (EO[Nf Dy KL(Pi’zT'PO’T)» (79)
_ % (1 _ % i E$[N1(T)] B % i Eo [N (T)] AZ) (7.10)
> 12 (1%\/2&&1[1\11@)1 A2> o)
> (% B %) ' (7.13)
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where Eq. (7.9) comes from applying Lemma 7.13 with Z = N(T)/Tand P = P; 1
and Q = Py 1; Eq. (7.10) comes from Lemma 7.12; Eq. (7.11) comes from concavity
of /+; Eq. (7.12) comes from Eq. (7.6); and finally Eq. (7.13) comes from the fact
that K > 2 by construction and the assumption that Ryt < B.

To obtain a large value for Eq. (7.13), one could maximize A while still make
sure \/2AB/K < 1/4. Set A = 275KB~, following Eq. (7.13), we obtain

K
% > Rir =2 5TKB™!
i=1
=257 |T%/2| B! (7.14)
> o107l (7.15)

where Eq. (7.14) comes from the construction of K; and Eq. (7.15) comes from the
assumption that |[T*/2| > T*/4.

It is clear that any action a € A satisfies ||a|| < 1 by construction, we now
only need to make sure that ||8;] < 1 as well. Notice that ||6;]| < v5A/2 by
construction, we only need to make sure A = 27°KB~! < 2/4/5. Since on one
hand K = [T*/2] < T%, and on the other hand T* < B by assumption, we have
A =275KB~! <275 < 2/+/5, as desired. O

7.7.1.2 Proof of Theorem 7.4

Lemma 7.14. Suppose an algorithm achieves rate function ©(oc) on Hy (o), then for any
0 < o < 1 such that « < 0(0), we have

O(ax) =1+ a—0(0). (7.16)
Proof. Fix 0 < o« < 0(0). For any ¢ > 0, there exists constant ¢; and ¢, such that

sup Ry < o, T80+¢  and sup Ry < c, Tl +e
weHT(0) weEHT ()

for sufficiently large T. Let B = max{c;, 1}- T®©*¢ we could see that T* < T®(®) < B
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holds by assumption. For T large enough, the condition |T*/2] > max{T*/4,T°,2}
of Theorem 7.1 holds, and we then have

—1

C, TOlIFe > 0101+ (mayfcy, 1) TOO+e) 7 — o~ 101+a—000)—¢ /max(e, 1),

For T sufficiently large, we then must have
Olx)+e>1+a—0(0)—c¢.
Let ¢ — 0 leads to the desired result. [
Theorem 7.4. Suppose a rate function © is achieved by an algorithm, then we must have
() > min{max{0(0),1 + ««—06(0)},1}, (7.2)

with 8(0) € [1/2,1].

Proof. For any adaptive rate function 0 achieved by an algorithm, we first notice
that 0(o) > 0(o) forany 0 < of < o < 1as Hy(o') € Hy(a), which also implies
O(x) > 0(0). From Lemma 7.14, we further obtain 0(«) > 1+x—0(0) if 0 < < 0(0).
Thus, for any « € (0,6(0)], we have

0(c) > max{6(0),1 + o« — 0(0)}. (7.17)

Note that this indicates 6(0(0)) = 1 since we trivially have Ry < T. For any
x € [0(0),1], we have 8(x) > 0(6(0)) = 1, which also leads to 8(x) = 1 for
o € [0(0),1]. To summarize, we obtain the desired result in Eq. (7.2). We have
0(0) € [1/2,1] as the minimax optimal rate among problems in 31 (0) is 1/2 (Chu
etal., 2011). O
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7.7.2 Proofs and Supporting Results for Section 7.4
7.7.2.1 The virtual-mixture arm

The expected reward of virtual mixture-arm v; can be expressed as the total expected
reward obtained in iteration j divided by the corresponding time horizon AT;:

>

t in iteration j

I =E[F;] =E /AT, = (0.,a,) — Ra1,/AT; € [1,1],  (7.18)

where we use Rat, to denote the expected regret suffered in iteration j. Let X
be the reward obtained by pulling the virtual arm v; (with A; being the feature
representation of the drawn real arm), we then know that X —; is v/2-sub-Gaussian
since X¢ — 1 = (X¢ — (04, Av)) + ({04, Ar) — 15) =M + ({04, At) — 1)z ¢ is 1-sub-
Gaussian by assumption and ((6,, A¢) — 1;) is 1-sub-Gaussian due to boundedness
(0, Ay) € [-1,1] and E[(6,, Ay)] = 1;.

7.7.2.2 Modifications of LinUCB

Recall that, under Assumption 7.6, the linear reward structure is preserved in the
modified linear bandit problem that LinUCB will be working on in Algorithm 22.
Two main differences in the modified linear bandit problem from the original
setting considered in Chu et al. (2011) are: (1) we will be working with /2-sub-
Gaussian noise while they deal with strictly bounded noise; and (2) the norm of our
reward parameter, i.e., ||6idi> |, could be as large as 1+ (p — 1) = p = [log,(TP)] <
log,(T)+1<2logTwhenT > 2.

To reduce clutters, we consider a d dimensional linear bandit with time horizon
T and K actions. We consider the reward structure X, = (0,, A{) +n, wheren, is an
independent v/2-sub-Gaussian noise, ||6, ]| < 2log T and ||A.| < 1. The following

Theorem 7.15 takes care of these changes.

Theorem 7.15. For the modified setting introduced above, run LinUCB with
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o = 24/log(2TK/d) leads to an upper bound
0 (1og2 (KT log(T)/6) - \/dT)

on the (pseudo) random regret with probability at least 1 — 6.
Corollary 7.16. For the modified setting introduced above, run LinUCB with
o = 24/log(2T3/2K) leads to an upper bound

0 (1og2 (KT log(T)) - \/dT>

on the expected regret.
Proof. One can simply combine the result in Theorem 7.15 with § = 1/v/T. O

It turns out that in order to prove Theorem 7.15, we mainly need to modify
Lemma 1 in Chu et al. (2011), and the rest of the arguments go through smoothly.
The changed exponent on the logarithmic term is due to ||6,|| < 2log T. We intro-
duce the following notations. Let

V(] - I al’ld Vt - Vt—l + AtAI

denote the design matrix up to time t; and let
t
Gt - Vt_l Z AiXi
i=1

denote the estimate of 0, at time t.

Lemma 7.17. (modification of Lemma 1 in Chu et al. (2011)) Suppose for any fixed
sequence of selected actions {A;}i< the (random) rewards {X}i< are independent. Then
we have
P (\#\m € Aver 1B — 8., A}l < (04 2log T) AIHVJAM) > 18T,
(7.19)
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Remark 7.18. The requirement of (conditional) independence is guaranted by the SupLin-
UCB algorithm introduced in Chu et al. (2011), and is not satisfied by the vanilla LinUCB:
the reveal /selection of a future arm A, makes previous rewards {Xi}i<, dependent. See
Remark 4 in Han et al. (2020) for a detailed discussion.

Proof. For any fixed A, we first notice that

</e\t - e*/ At+1>‘ |At+1V ! Z A X At+1e |

:Alelex — ALV (HZAAT)

i=1

< ZAt+1 (X — A0, | +IAL V0,
< ZALV{% (Xi =A{0.) |+ ALV 104l (7.20)
i=1

We next bound the two terms in Eq. (7.20) seperately.
For the first term in Eq. (7.20), since (X; — A{ 0,) is v2-sub-Gaussian and {X; }i<t
are independent we know that Y AL V{'A(Xi—Al0,) s

<\/ 2y (AL VA )—sub-Gaussian. Since

i=1

t
JZ t+1 \ZAt—l—l 1A A V 1At+1

AlaV (I + Z As AT) A
\/ A’—tr-i-lv 1At+1/



291
according to a standard Chernoff-Hoeffding bound, we have

2
( o /AL Ve At+1> < 2exp (—%)

> ALLVIA (X — A0, >

d
=—, 7.21
TK (7.21)
where Eq. (7.21) is due to « = 24/log(2TK/3).
For the second term in Eq. (7.20), we have
JAL V- (10, < 21og T /AT Vi TV A (7.22)

<2log T, | AL, V! (I + ZA AT> VA

=2logT \/AtHV A,

where Eq. (7.22) comes from the fact that ||0, | < 2logT.
The desired result in Eq. (7.19) follows from a union bound argument together
with the two upper bounds derived above. O

Remark 7.19. Technically, regret guarantees are for a more complicated version of LinUCB
that ensures statistical independence (Chu et al., 2011). However, as recommended by Chu
et al. (2011), we will use the more practical LinUCB as our subroutine.

7.7.2.3 Notations and Preliminaries for Analysis of LinUCB++

We provide some notations and preliminaries for analysis of LinUCB++ that will
be used in the following two subsections, i.e., the proofs of Lemma 7.20 and Theo-
rem 7.7.

We define T; = Z;:l AT; so that the i-th iteration of LinUCB++ goes from T;_; +1
to T;. We first notice that Algorithm 22 is a valid algorithm in the sense that it selects

an arm A for any t € [T], i.e., it does not terminate before time T: the argument is
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clearly true if there exists i € [p] such that AT; = T; otherwise, we can show that
P
Tp=) ATi=202"-1)>27>T,
i=1

forall p € [1/2,1].

We use Rat, = AT; - p, — E[ZI;TH 11 X¢] to denote the expected cumulative
regret atiteration i. Let J; denote the information collected up to the end of iteration
i, we further use Rat, |5, , to represent the expected regret conditioned on F;_; and
have E[Ra1, 7, ,] = RaT,.

In the modified linear bandit problem at each iteration i, we will be applying
LinUCB with respect to a d; + i — 1 dimensional problem with an action set A (V)
such that |A<di> <K+1i—1. Letal® = arg maxaeﬂ<di>{<91di>, a)} denote the best
arm in the i-th iteration. Applying Eq. (7.3) on Rat,j5, , leads to

T;
Rat7., = ATi - ((9*, a,) — (0l aidi>>) +E (0149, ald — AN [F; 4|,
t=T;_1+1

(7.23)
where A, € A{4 and (Oidi>, A.) represents the expected reward of pulling arm A;.

7.7.2.4 Proof of Lemma 7.20

The proof of Lemma 7.20 follows the notations and preliminaries introduced in
Section 7.7.2.3.

Lemma 7.20. At each iteration i € [pl, the learning error suffered from subroutine LinUCB
is upper bounded by O <logS/2 (KTlogT) - Tﬁ).

Proof. We focus on the second term in Eq. (7.23), i.e., the (conditional) learning

)

error during iteration i. Conditioning on J;_;, both ei“” and aidi can be treated
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as fixed quantities. Applying the regret bound in Corollary 7.16, we have:

3"11}

T
Z (di> <di> _ At>

&
-0 ( ((K+1—1)ATilog(AT)) - /(& +1— 1)AT;) (7.24)
= 0 (log” (K + p)AT: log(AT)) - v/(d; + PIAT,) (7.25)
~0 (1 (K+p)TlogT) - \/m) (7.26)
~0 (log (KTlogT) - /T2 +logT- T) (7.27)
-0 (1og5/2 (KTlog T) .Tﬁ), (7.28)

where Eq. (7.24) comes from the guarantee of LinUCB in Corollary 7.16; Eq. (7.25)
uses the fact that i < p; Eq. (7.26) comes from the definition of d; and AT;; Eq. (7.27)
comes from the fact that p = [log, T?|; Eq. (7.28) comes from trivially bounding
VT2 +1ogT-T = O((logT)"/? - TP).® The desired result follows from taking
another expectation over randomness in F;_;. L]

7.7.2.5 Proof of Theorem 7.7

The proof of Theorem 7.7 follows the notations and preliminaries introduced in
Section 7.7.2.3.

Theorem 7.7. Run LinUCB++ with time horizon T and any user-specified parameter
B € [1/2,1) leads to the following upper bound on the expected regret:

sup Rt
weFHr ()

=0 <10g7/2 (KT lOgT) . Tm'm{max{[i,lnhocfﬁ},l}) '

®One can improve the bound to 1/T?# +log T- T = O(TP) in many cases, e.g., when > 1/2.
We mainly focus on the polynomial terms here.
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Proof. When o > 3, one could see that Theorem 7.7 trivially holds since TiHe=B > T,
In the following, we only consider the case when « < 3.

Taking expectation on Eq. (7.23) and combining the result in Lemma 7.20, we
obtain

Ra, = ATi-E[((6,, a.) — (0{7,a{%))] + O (log”* (KTlog T) - T#) . (7.29)

We now focus on the first term, i.e., the expected approximation error over the
i-th iteration. Notice that, according to the definition of aidi> and eid”, we have
(91@, aid”) = (0,4, a,) if di > d,, i.e., the optimal arm is contained in the action set
Aldd) Leti, € [p] be the largest integer such that d;, > d., we then have that, for

any i < i, and in particular for i = 1i,,
Rar, = O <Tf5 log®? (KT log T)) . (7.30)

In the case when AT;, = min{2P "%, T} = T or i, = p, we know that LinUCB++
will in fact stop at a time step no larger than T;, (since the allowed time horizon is
T), and incur no regret in iterations i > 1i,. In the following, we only consider the
case when AT;, = 2P™% and i, < p. To incooperate another possible corner case
when d;, = min{2P ">, d} = d, we consider d;, ;; = 2P < d;,. As aresult, we
have d; AT;, > d;, 1 AT;, =22+ which leads to

22p+1  92p  92p

AT =—, 7.31
* > di* > d* To( ( )

where Eq. (7.31) comes from the fact that di, < 2d, according to the definition of
i,.7

We now analysis the expected approximation error for iteration i > 1i,. Since the
sampling information during i,-th iteration is summarized in the virtual mixture-

arm Vv;,, and its representation ?Sﬁ is added to A(4. For any i > i,, we then

"We will have AT;, > 22P+1/T* > 22P /T* if d; = min{2P+2 %, d} = 2P 21+,
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have

%

AT E[((0, a0 — (00, af)] < AT E[((0, ) — 01, 7()) |

= AT - ((64, ax) — 1i,) (7.32)
AT,

= 225 Rar, (7.33)
AT,

=% 0 (10555/2 (KTlog T) -Tf5> (7.34)
TD(
O (log”? (KTlogT) - T8 )

S (7.35)

=0 <logS/2 (KTlogT) -T1+°‘_B> ,  (7.36)

where Eq. (7.32) comes from the formulation of the modified linear bandit problem;
Eq. (7.33) comes from that fact that 1; = E[p;5,] = (0., a,) —RaT;/AT; derived from
Eq. (7.18); Eq. (7.34) comes from the bound in Eq. (7.30) with i = i,; Eq. (7.35)
comes from the fact that AT; < T and some rewriting; Eq. (7.36) comes from the
fact that p = [log, TP > log, TP.

Combining Eq. (7.36) and Eq. (7.29) for cases when i > i, (or the corner case
algorithm stops before T;, and incurs no regret in iterations i > i, ), and together
with Eq. (7.30) for cases when i < i,, we have that Vi € [p],

RATi =0 <10g5/2 (KTlog T) . Tmax{ﬁ,l-q-o(_[g}) .

Since the cumulative regret is non-decreasing in t, we have

N
.I\/]13

Rt RaT,

i=1

|
E

O (log”? (KT log T) - TP 6)

o
Il

Il
o
"

10g7/2 (KTlogT) - TmaX{ﬁ'lJr“*B}) ,
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where we use the fact that p = [log,(T?)] = O(log T). Our results follows after
noticing Rt < T is a trivial upper bound. O

7.7.2.6 Proof of Theorem 7.8

Theorem 7.8. The rate function achieved by LinUCB++ with any input 3 € [1/2,1), i.e.,
0p : o« = min{max{f3,1+ o« — 3},1}, (7.4)

is Pareto optimal.

Proof. From Theorem 7.7, we know that the rate in Eq. (7.4) is achieved by Algo-
rithm 22 with input 3. We only need to prove that no other algorithms achieve
strictly smaller rates in pointwise order.

Suppose, by contradiction, we have 6’ achieved by an algorithm such that
0'() < Op(x) for all « € [0,1] and 0'(xp) < O(cxo) for at least one &y € [0, 1].
We then must have 0'(0) < 05(0) = 3. We consider the following two exclusive
cases.

Case 1: 0/(0) = . According to Theorem 7.4, we must have 0" > 05, which
leads to a contradiction.

Case 2: 0'(0) = B’ < PB. According Theorem 7.4, we must have 8’ > 0.
However, 0 is not strictly better than 03, e.g., 05/(2 —1) =2 — B’ > B =
0p(2B — 1), which also leads to a contradiction. H

7.7.3 Proofs and Supporting Results for Section 7.4.2
7.7.3.1 Discussion on Algorithm 23

We construct the following two (smoothed) base algorithms (Pacchiano et al.,
2020b) at each iteration of LinUCB++: (1) a LinUCB algorithm that works with
truncated feature representations in R%:, with possible mis-specifications; and (2)
a UCB algorithm that works only with virtual mixture-arms, if there exists any.
We use Smooth Corral from Pacchiano et al. (2020b) as the master algorithm and



297

always optimally tune it with respect to the LinUCB base, i.e., set the learning rate as
n = 1/V/&AT,. For iterations such that d; > d,, the LinUCB is the optimal base and
we incur O(v/d;AT;) = O(T#) regret; a good enough virtual mixture-arm ¥;, is then
constructed as before. For later iterations such that d; < d,, Smooth Corral incurs
regret O(max{T*+% B, T#}) thanks to guarantees of the UCB base: the O(T!+>8)
term is due to the approximation error and the O(T#) term is due to the learning
error. Although the learning error of UCB is enlarged from O(TY2) to O(T#), as
Smooth Corral is always tuned with respect to the LinUCB base, this won't affect the

resulted Pareto optimality.

7.7.3.2 Proof of Theorem 7.9

Theorem 7.9. With any input 3 € [1/2,1), the rate function achieved by Algorithm 23
(without Assumption 7.6) is Pareto optimal.

Proof. Ateachiterationi € [p] of LinUCB++, we applying Smooth Corral as the master
algorithm with two smoothed base algorithms: (1) a LinUCB algorithm that works
with truncated feature representations in R%, with possible mis-specifications; and
(2) a UCB algorithm that works only with virtual mixture-armes, if there exists any.
The learning rate of Smooth Corral is always optimally tuned with respect to the
LinUCB base, i.e., 1 = 1/1/d;AT;. Since there are at most p = O(log T) iterations,
we only need to bound the expected regret at each iteration Rat,. As before, we use
i, € [p] to denote the largest integer such that d;, > d..

For i < 1i,, the LinUCB base works on a well-specified linear bandit problem.

Theorem 5.3 in Pacchiano et al. (2020b) gives the following guarantees:

Rar, = O (VAT +17" + AT + ATidn) = O (VAAT,) =0 (T7).

Good enough virtual mixture-arm v;, is then constructed with conditional expecta-
tion ﬁi*‘g’i* = E[Vi*lff'}*] = <9*, a*) — RATi* /AT{_*.
We now analyze the regret incurred for iteration i > i,. Conditioning on past

information J;_; and let v(7r;) denote the (conditional) expected reward of applying
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policy 7, we have

Ratig, = AT+ ((0., au) — 5, ) +E Fia

> g, —rlm)

t in iteration i

= AT; - (0., @) = Fiuir,) + O (VAT 47! + AT + ATan),

where the second term comes from the guarantee of Smooth Corral with respect to

the UCB base. Taking expectation over randomness in J;_ leads to
Rar, = O (TH*"F) + O (TF),

where the first term follows from a similar analysis as in Eq. (7.36), and the second
term follows by setting 1 = 1/1/d;AT;. A similar analysis as in Theorem 7.8 thus
show Algorithm 23 is Pareto optimal, even without Assumption 7.6. O

7.7.3.3 Discussion on Smooth Corral

Pacchiano et al. (2020b) tackles the model selection problem in linear bandit by
applying Smooth Corral with O(log d) base LinUCB learners working with different
dimensions d; € {2°,21,...,2l°84]} TLet d; denote the smallest dimension that sat-
isfies d;, > d,.. With respect to the base LinUCB working on the first d;, dimensions,
Smooth Corral enjoys regret guarantee

Rr=0 (\/T+n‘1+Tn+Td*n).

Smooth Corral then achieves the rate function in Eq. (7.4) by setting the learning
ratenn = TP (and also noticing that d, < T%).



299

7.74 Other Details for Experiments
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Figure 7.4: Similar experiment setups to those shown in Fig. 7.2b, but with different
reward parameters 6,.

We conduct additional experiments with setups similar to the ones shown in
Fig. 7.2b, but with different reward parameters 6,. We set 6, as (the normalized

version of) [%, %@' ., \/Ld—*, 0,...,01" € R%in Fig. 7.4a; and 0, as (the normalized

version of) [\/Ldf*, \/%,..., %,O, ...,01" € RY in Fig. 7.4b. With 0, selected in
Fig. 7.4a, Dynamic Balancing shows comparable performance to LinUCB++ in terms
of averaged regret (but with larger variance). LinUCB+4 outperforms Dynamic
Balancing when 0, is “flipped” (i.e., the one used in Fig. 7.4b) but with the same

intrinsic dimension d,.
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8 MODEL SELECTION FOR BEST ACTION IDENTIFICATION

We introduce the model selection problem in pure exploration linear bandits, where
the learner needs to adapt to the instance-dependent complexity measure of the
smallest hypothesis class containing the true model. We design algorithms in both
fixed confidence and fixed budget settings with near instance optimal guarantees.
The core of our algorithms is a new optimization problem based on experimental
design that leverages the geometry of the action set to identify a near-optimal hy-
pothesis class. Our fixed budget algorithm is developed based on a novel selection-
validation procedure, which provides a new way to study the understudied fixed
budget setting (even without the added challenge of model selection). We adapt
our algorithms, in both fixed confidence and fixed budget settings, to problems

with model misspecification.

8.1 Introduction

The pure exploration linear bandit problem considers a set of arms whose expected
rewards are linear in their given feature representation, and aims to identify the
optimal arm through adaptive sampling. Two settings, i.e., fixed confidence and
fixed budget settings, are studied in the literature. In the fixed confidence setting,
the learner continues sampling arms until a desired confidence level is reached, and
the goal is to minimize the total number of samples (Soare et al., 2014; Xu et al., 2018;
Taoetal., 2018; Fiez etal., 2019; Degenne et al., 2020; Katz-Samuels et al., 2020). In the
fixed budget setting, the learner is forced to output a recommendation within a pre-
fixed sampling budget, and the goal is to minimize the error probability (Hoffman
et al., 2014; Katz-Samuels et al., 2020; Alieva et al., 2021; Yang and Tan, 2021).
Applications of pure exploration linear bandits include content recommendation,
digital advertisement and A/B/n testing (see aforementioned papers for more
discussions on applications).

All existing works, however, focus on linear models with the given feature
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representations and fail to adapt to cases when the problem can be explained with
a much simpler model, i.e., a linear model based on a subset of the features. In
this chapter, we introduce the model selection problem in pure exploration linear
bandits. We consider a sequence of nested linear hypothesis classes H; C H, C
.-+ C Hp and assume that H4, is the smallest hypothesis class that contains the
true model. Our goal is to automatically adapt to the complexity measure related
to Hq,, for an unknown d,, rather than suffering a complexity measure related to
the largest hypothesis class Hp.

The model selection problem appears ubiquitously in real-world applications.
In fact, cross-validation (Stone, 1974, 1978), a practical method for model selection,
appears in almost all successful deployments of machine learning models. The
model selection problem was recently introduced to the bandit regret minimization
setting by Foster et al. (2019), and further analyzed by Pacchiano et al. (2020b); Zhu
and Nowak (2022c). Zhu and Nowak (2022c) prove that only Pareto optimality can
be achieved for regret minimization, which is even weaker than minimax optimality.
We introduce the model selection problem in the pure exploration setting and,
surprisingly, show that it is possible to design algorithms with near optimal instance-
dependent complexity for both fixed confidence and fixed budget settings. We further
generalize the model selection problem to the regime with misspecified linear

models, and show our algorithms are robust to model misspecification.

8.1.1 Contribution and Organization

We briefly summarize our contributions as follows:

e We introduce the model selection problem for pure exploration in linear
bandits in Section 8.2, and analyze its instance-dependent complexity mea-
sure. We provide a general framework to solve the model selection problem
for pure exploration linear bandits. Our framework is based on a carefully-
designed two-dimensional doubling trick and a new optimization problem
that leverages the geometry of the action set to efficiently identify a near-
optimal hypothesis class.
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o In Section 8.4, we provide an algorithm for the fixed confidence setting with
near optimal instance-dependent unverifiable sample complexity. We addi-
tionally provide evidence on why one cannot verifiably output recommenda-

tions.

e In Section 8.5, we provide an algorithm for the fixed budget setting, which
applies a novel selection-validation trick to bandits. Its probability of error
matches (up to logarithmic factors) the probability error of an algorithm
that chooses its sampling allocation based on knowledge of the true model
parameter. In addition, the guarantee of our algorithm is nearly optimal even
in the non-model-selection case, and our algorithm also provides a new way

to analyze the understudied fixed budget setting.

e We further generalize the model selection problem into the misspecified
regime in Section 8.6, and adapt our algorithms to both the fixed confidence
and fixed budget settings. Our algorithms reach an instance-dependent sam-
ple complexity measure that is relevant to the complexity measure of a closely
related perfect linear bandit problem.

8.2 Problem Setting

In the transductive linear bandit pure exploration problem, the learner is given
an action set X C RP and a target set Z C RP. The expected reward of any arm
x € X U Z is linearly parameterized by an unknown reward vector 0, € © C RP,
i.e., h(x) = (0,,x). The parameter space © is known to the learner. At each round
t, the learner/algorithm &/ selects an action X; € X, and observes a noisy reward
Rt = h(X¢) + &, where &, represents an additive 1-sub-Gaussian noise. The action
X¢ € X can be selected with respect to the history F;_; = o((Xj, Ri)i<¢) up to time t.

The goal is to identify the unique optimal arm z, = arg max__, h(z) from the target

z€Z
set Z. We assume © C span(X) to obtain unbiased estimators for arms in Z. Without
loss of generality, we assume that span(X) = RP (otherwise one can project actions

into a lower dimensional space). We further assume that span({z, — z},.,) = RP
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for technical reasons. We consider both fixed confidence and fixed budget settings
in this chapter.

Definition 8.1 (Fixed confidence). Fix X, 2,0 C RP. An algorithm < is called §-PAC
for (X,Z,0) if (1) the algorithm has a stopping time T with respect to {F¢}, oy and (2) at

time it makes a recommendation z € Z such that P (z=2,) > 1— 5 forall 6, € O.

Definition 8.2 (Fixed budget). Fix X, 2,0 C RP and a budget T. A fixed budget
algorithm <f returns a recommendation z € Z after T rounds.

The model selection problem. The learner is given a nested sequence of parame-
ter classes ©; C ©, C --- C Op, where O4 := {6 € RP : 6; = 0,Vi > d} is the set
of parameters such that for any 0 € O, it only has non-zero entries on its first d
coordinates.! We assume that 0, € @4, for an unknown d,. We call d, the intrinsic
dimension of the problem and it is set as the index of the smallest parameter space
containing the true reward vector. One interpretation of the intrinsic dimension is
that only the first d, features (of each arm) play a role in predicting the expected
reward. Our goal is to automatically adapt to the sample complexity with respect to
the intrinsic dimension d,, rather than suffering from the sample complexity related
to the ambient dimension D. In the following, we write 0, € G4, to indicate that the
problem instance has intrinsic dimension d,. Besides dealing with the well-specified
linear bandit problem as defined in this section, we also extend our framework into

the misspecified setting in Section 8.6, with additional setups introduced therein.

additional notations. For any x = [x1,%y,...,xp]’ € RP and d < D, we use
Pa(x) == [x1,%,...,xal7 € RY to denote the truncated feature representation
that only keeps its first d coordinates. We also write 4(X) = {{q4(x) : x € X}
and P4(2) = {Pq4(z):z € Z} to represent the truncated action set and target
set, respectively. Note that we necessarily have ) 4(Z) C span(4(X)) = R4
as long as Z C span(X) = RP. We use Y(Va(2)) = {Palz) —ba(Z): 2,2 € 2}

LA nested sequence of linear hypothesis classes H{; C J, C --- C Hp can be constructed based
on the nested sequence of parameter classes @; C ©; C --- C Op, ie, Hq:={h(-) =(0,-) : 0 € Oq4}.
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to denote all possible directions formed by subtracted one item from another
in P4(2); and use Y*(Pq4(Z)) = {Palz.) —Palz) : z € Z} to denote all possible
directions with respect to the optimal arm z,. For any z € Z, we use A, =
h(z,) — h(z) to denote its sub-optimality gap; we set Apin := min,co\(,} A,. As
in Fiez et al. (2019), we assume max,cz A, < 2 when analyzing upper bounds.
We denote 8y = {z€ Z:A, <4-27%} (with §; = Z). We use Ay = A(X) =
AeRM: Y xAx=1A>0} to denote the (|X| — 1)-dimensional
simplex over actions. For any (continuous) design A € Ay, we use A4(A) =
Y vex A Palx) (Ya(x))" € R4*4 to denote the design matrix with respect to A. For

any set W C R”, we denote (W) := infrca, sUp, ey [Wlii, ) 17

8.3 Towards the True Sample Complexity

The instance-dependent sample complexity lower bound for linear bandit is discov-
ered/analyzed in previous papers (Soare et al., 2014; Fiez et al., 2019; Degenne and
Koolen, 2019). We here consider related quantities that take our model selection

setting into consideration. For any d € [D], we define

Hl-l)d(z*) - Il)d(z) H2Ad()\)—1

* = inf su , 8.1

PN, (h(z) — h(2))? (1
and

Uy := inf sup Htl)d(z*)—tl)d(z)H%\d()\),l. (8.2)

AEAIX ZEZ\{Z*}

Following analysis in Fiez et al. (2019), we provide a lower bound for the model
selection problem (X, Z, 0, € ©4,) in the fixed confidence setting as follows.

Theorem 8.3. Suppose & ~ N(0,1) forall t € Ny and & € (0,0.15]. Any 5-PAC
algorithm with respect to (X,Z, 0, € ©Oq,) with stopping time T satisfies Eq [T] >
pg, log(1/2.45).

2A generalized inversion is used for singular matrices. See Section 8.9.1.1 for detailed discussion.
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The above lower bound only works for 5-PAC algorithms, but not for algorithms
in the fixed budget setting or with unverifiable sample complexity (see Section 8.4).
We now introduce another lower bound for the best possible non-interactive al-
gorithm .. Following the discussion in Katz-Samuels et al. (2020), we consider
any non-interactive algorithm as follows: The algorithm % chooses an allocation
{x1,%2,...,xn} € X and receive rewards {11, 13,...,Tn} € R where r; is sampled
from N(h(xi),1). The algorithm then recommends z = arg max, €Z<§d, z> where
04 = arg ming _pq S N (r; — 0T a(xq))? is the least squares estimator in R9. The
learner is allowed to choose any allocations, even with the knowledge of 6., and use

any feature mapping such that linearity is preserved, i.e., d, < d < D.

Theorem 8.4. Fix (X,Z, 0, € ©4,) and & € (0,0.015]. Any non-interactive algorithm
o/ using a feature mappings of dimension d > d, makes a mistake with probability at least

b as long as it uses no more than %pg* log(1/6) samples.

The above lower bound serves as a fairly strong baseline due to the power pro-
vided to the non-interactive learner, i.e., the knowledge of 0,. Theorem 8.4 indicates
(for any non-interactive learner) (1) sample complexity lower bound fl(pfi*) in
fixed confidence setting; and (2) error probability lower bound Q(exp(—T/pj )) in
fixed budget setting: Suppose the budget is T, one would expect an error probability
at least Q(exp(—T/p}.)) by relating 1p% log(1/5) to T.

Note that all lower bounds are with respect to PR3, rather than pj for d > d,
due to the assumption 6, € B4, for the model selection problem. Our goal is to
automatically adapt to the complexity pj without knowledge of d.. The following

proposition shows the monotonic relation among {p%}5_ d.-
Proposition 8.5. The monotonic relation py < pj, holds true forany d, < d; < da < D.

The intuition behind Proposition 8.5 is that the model class G4, is a superset of
O4, and therefore identifying z, in @4, requires ruling out a larger set of statistical
alternatives than in ®4,. While Proposition 8.5 is intuitive, its proof is surprisingly

technical and involves showing the equivalence of a series of optimization problems.
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8.3.1 Failure of Standard Approaches

Proposition 8.6. For any vy > 0, there exists an instance (X,Z, 0, € Og,) such that

Ph 1 > P HY et vy g < 2% .

One may attempt to solve the model selection problem with a standard doubling
trick over dimension, i.e., truncating the feature representations at dimension
d; =2 fori < [log, D| and gradually exploring models with increasing dimension.
This approach, however, is directly ruled out by Proposition 8.6 since such doubling
trick could end up with solving a problem with a dimension d’ < 2d, yet p§, > pj_ .
Although doubling trick over dimensions is commonly used to provide worst-
case guarantees in regret minimization settings (Pacchiano et al., 2020b; Zhu and
Nowak, 2022c), we emphasize here that matching instance-dependent complexities
is important in pure exploration setting (Soare et al., 2014; Fiez et al., 2019; Katz-
Samuels et al., 2020). Thus, new techniques need to be developed. Proposition 8.6
also implies that trying to infer the value of p} from (} can be quite misleading.
And thus conducting a doubling trick over v} (or an upper bound of it) is likely to

fail as well.

Importance of model selection. Proposition 8.6 also illustrates the importance
and necessity of conducting model selection in pure exploration linear bandits.
Consider the hard instance used in constructed in Proposition 8.6 and set D = d, +1.
All existing algorithms (Soare et al., 2014; Fiez et al., 2019; Degenne and Koolen, 2019;
Katz-Samuels et al., 2020) that directly work with the given feature representation
in RP end up with a complexity measure scales with p},, which could be arbitrarily
large than the true complexity measure pjj and even become vacuous (by sending
Y — 00).

Our approaches. In this chapter, we design a more sophisticated doubling scheme
over a two-dimensional grid corresponding to the number of elimination steps
and the richest hypothesis class considered at each step. We design subroutines

for both fixed confidence and fixed budget settings. Our algorithms define a new
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optimization problem based on experimental design that leverages the geometry
of the action set to efficiently identify a near-optimal hypothesis class. Our fixed
budget algorithm additionally uses a novel application of a selection-validation
trick in bandits. Our guarantees are with respect to the true instance-dependent

complexity measure py_ .

8.4 Fixed Confidence Setting

We present our main algorithm (Algorithm 25) for the fixed confidence setting
in this section. Algorithm 25 invokes GEMS-c (Algorithm 24) as subroutines and
starts to output the optimal arm after é(pﬁ* + d,) samples. Our sample complexity
matches, up to an additive d, term and logarithmic factors, the strong baseline
developed in Theorem 8.4.

We first introduce the subroutine GEMS-c, which runs for n rounds and takes
(roughly) B samples per-round. GEMS-c is built on RAGE (Fiez et al., 2019), a
standard linear bandit pure exploration algorithm works in the ambient space RP.
The key innovation of GEMS-c lies in adaptive hypothesis class selection at each
round (i.e., selecting dy ), which allows us to adapt to the instrinsic dimension d,.
After selecting the working dimension dy at round k, GEMS-c allocates samples
based on optimal design (in R%*); it then eliminate sub-optimal arms based on the
estimated rewards constructed using least squares. Following Fiez et al. (2019), we
use a rounding procedure ROUND(A, N, d, ¢) to round a continuous experimental
design A € Ay into integer allocations over actions. We use 14(C) to denote the
number of samples needed for such rounding in R with approximation factor
(. One can choose 14(¢) = (d? + d + 2)/¢ (Pukelsheim, 2006; Fiez et al., 2019) or
ra(C) = 180d/C* (Allen-Zhu et al., 2020). We choose ( as a constant throughout
this chapter, e.g., ¢ = 1. When N > 14((), there exist computationally efficient

rounding procedures that output an allocation {x;, x», ..., xn} satisfying

max

2
yey(q)d(z))“yn (N Walxi)balxi)T)! <
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2
(A+0) _max Yz o dvwacowaon /N (8.3)

Algorithm 24 GEMS-c Gap Elimination with Model Selection (Fixed Confidence)

Input: Number of iterations n, budget for dimension selection B and confidence

parameter 5.

1: Setgl =Z.
2: fork=1,2,...,ndo

3:
4.
5

Set O = 6/](2

Define gi(d) := max{2** 1(Y(Pa(8«))), Ta(0)}.

Get dx = OPT(B, D, g«(-)), where dx < D is largest dimension such that
gx(dyx) < B (see Eq. (8.4) for the detailed optimization problem); set A, be
the optimal design of the optimization problem

infaea, SUP, , cg, [Wa, (2) = Wa ()|, ()0

set Ny = [g(di)2(1 + ¢) log(I8«[*/8x)].

Get allocation

{Xl, “en /XNk} = ROUND()\k, Nk, dk, C)

Pull arms {x, ..., xn, } and receive rewards {ry,...,Tn,}.
Set @k = A;lbk S de,

where Ay = Zlkl bq, (Xi)ﬂ)dk(xi)T,

and by, = 5 N g, (x:)bs.

~

Set ng =8 \{z € gk : 32" st <§k,1|)dk(z’) — g, (2)) > w(Z,z)}, where
W(Z,2) = [, (2) ~ $a (2)] n1/2 105 (8/5).

Output: Set of uneliminated arms 8, ;.

We now discuss the adaptive selection of hypothesis class, which is achieved

through a new optimization problem: At round k, di € [D] is selected as the largest

dimension such that the value of an experimental design is no larger than the fixed

selection budget B, i.e.,

max d (8.4)
s.t. d € [D],
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max{ZZk . )\inf sup Hy||i\d(;\)1,rd(C)} < B.
Tyey(ha(Si))

The experimental design leverages the geometry of the uneliminated set of arms.
Intuitively, the algorithm is selecting the richest hypothesis class that still allows the
learner to improve its estimates of the gaps by a factor of 2 using (roughly) B samples.
When the budget for dimension selection B is large enough, GEMS-c operates on
well-specified linear bandits (i.e., using di > d.) at all rounds, guaranteeing that

the output set of arms are (2!~™)-optimal. The next lemma provides guarantees for
GEMS-c.

Lemma 8.7. Suppose B > max{64p} ,tq4,(C)}. With probability at least 1 — 8, GEMS-c
outputs a set of arms S such that A, < 21" forany z € Snst.

Algorithm 25 Adaptive Strategy for Model Selection (Fixed Confidence)

Input: Confidence parameter 9.
1: Randomly select a z, € Z as the recommendation for the optimal arm.
2: for{=1,2,... do
3: Sety,=2%and &, = 5/(2¢3).
4: fori=1,2,...,0do
5 Setn; =2, B; =v¢/ny =21, and
get /S\i = GEMS—C(TH, Bi, 5({)

6: if S, = {z} is a singleton set then
7: Update the recommendation z, = Z.
8: break (the inner for loop over 1)

We present our main algorithm for model selection in Algorithm 25, which loops
over an iterate { with roughly geometrically increasing budget v, = (2°. Within
each iteration ¢, Algorithm 25 invokes GEMS-c { times with different configurations
(ny, Bi): ny is viewed as a guess for the unknown quantity log,(1/Amy); and Bj is
viewed as a guess of pj , which is then used to determine the adaptive selection
hypothesis class. The configurations {(n;, B;)};_, are chosen as the diagonal of a
two dimensional gird over n; and B;. Within each iteration ¢, the recommendation



310

z, is updated as the arm contained in the first singleton set returned (if any). Since
B; is chosen in a decreasing order, we are recommending the arm selected from the
richest hypothesis class that terminates recommending a single arm. The singleton
is guaranteed to contain the optimal arm once a rich enough hypothesis class is
considered. We provide the formal guarantees as follows.

Theorem 8.8. Let T, = 10g,(4/Amin) max{p} ,rq,(C)}. With probability at least 1 — §,
Algorithm 25 starts to output the optimal arm within iteration £, = O(log,(T.)), and takes
at most N = O(7, log,(7,)log(|Z|log,(T.)/d)) samples.

The sample complexity in Theorem 8.8 is analyzed in an unverifiable way:
Algorithm 25 starts to output the optimal arm after N samples, but it does not
stop its sampling process. Nevertheless, up to a rounding-related term and other
logarithmic factors,” the unverifiable sample complexity matches the non-interactive
lower bound developed in Theorem 8.4. The non-interactive lower bound serves
as a fairly strong baseline since the non-interactive learner is allowed to sample
with the knowledge of ©,. Computationally, Algorithm 25 starts to output the optimal
arm after iteration {,, with at most O({2) subroutines (Algorithm 24) invoked. At
each iteration { < £, Algorithm 24 is invoked with configurations n;, B; such that
n;B; = 2 < 2% (note that ¢, is of logarithmic order). Up to a model selection step
(i.e., selecting dy), the per-round computational complexity of Algorithm 24 is
similar to the complexity of the standard linear bandit algorithm RAGE.

Why not recommend arm verifiably. We provide a simple example to demon-
strate that outputting the estimated best arm (using least squares) before examining
full vectors in RP can lead to incorrect answers, indicating that verifiable sample
complexity, i.e., the number of samples required to terminate the game with a rec-

ommendation, scales with D (pf,). We consider a linear bandit problem with action

3We refer readers to Katz-Samuels and Jamieson (2020) for detailed discussion on unverifiable
sample complexity. The rounding term r4, (¢) = O(d,/(?) commonly appears in the linear bandit
pure exploration literature (Fiez et al., 2019; Katz-Samuels et al., 2020). Although we do not focus on
optimizing logarithmic terms in this chapter, e.g., the log(|Z|) term, our techniques can be extended
to address this by combining techniques developed in Katz-Samuels et al. (2020).
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setX =2 = {ei}?zl. We consider two cases: either (1) 0, :=[1,0,...,0,0]" € RP
with z, = ej; or (2) 0, :=1[1,0,...,0,2]" € RP with z, = ep. We assume determinis-
tic feedback in this example. Let n, > 1 denote the number of pulls on arm x € X.
In both cases, for any d < D, the design matrix } nyba(x)pa(x) " is diagonal
with entries (nei)?:y and the least squares estimator is @d =e; € R4, As aresult,
e; will be recommended as the best arm: the recommendation is correct in the first
case but incorrect in the second case. Essentially, one cannot rule out the possibility
that d, is equal to D without examining full vectors in RP. Verifiably identifying
the best arm in RP (with noisy feedback) takes Q( P} ) samples (Fiez et al., 2019).

8.5 Fixed Budget Setting

We study the fixed budget setting with Z C X, which includes the linear bandit
problem Z = X as a special case. Similar to fixed confidence setting, we develop a
main algorithm (Algorithm 27) that invokes a base algorithm as subroutines (GEMS-
b, Algorithm 26). Algorithm 27 achieves an error probability a(exp(—T/ pa))
which, again, matches the strong baseline developed in Theorem 8.4.

The subroutine GEMS-b takes sample budget T, number of iterations n and
dimension selection budget B as input, and outputs an (arbitrary) uneliminated
arm after n iterations. As in the fixed confidence setting, GEMS-b performs adaptive
selection of the hypothesis class through an optimization problem defined similar
to the one in Eq. (8.4). The main differences from the fixed confidence subroutine
is as follows: the selection budget B is only used for dimension selection, and
the number of samples allocated per iteration is determined as |T/n|. GEMS-b is
guaranteed to output the optimal arm with probability 1 — 0 (exp(—T/p%,)) when
the selection budget B is selected properly, as detailed in Lemma 8.9.

Lemma 8.9. Suppose 64p} < B < 128pj and T/n > r4,(C) +1. Algorithm 26 outputs
an arm z, such that Az, < 2'=™ with probability at least

1—njzf exp(—T/640mp% ).
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Algorithm 26 GEMS-b Gap Elimination with Model Selection (Fixed Budget)

Input: Total budget T (allowing non-integer input), number of rounds n, budget
for dimension selection B.
1: Set T = |T/n|, 81 = Z. Set D as the largest dimension that ensures rounding
with T" samples, i.e., D= OPT(T/,D, f(-)), where f(d) = r4(Q).
2: fork=1,...,ndo R
3:  Define function gy (d) := 2%* L(Y(W4(Sk))).
4:  Getdy = OPT(B, [N), gx(+)), where where dy < Dis largest dimension such
that gi(dy) < B (similar to the optimization problem in Eq. (8.4)). Set Ay be
the optimal design of the optimization problem

infrca, sup, .3 [Wa,(2z) —ba, (') Hi\dkmfl-
5:  Get allocations
{Xl, e ,XT/} = ROUND(}\k, T,, dk, C)
6: Pull arms {xy,...,x1} and receive rewards {ry, ..., 1 }.
Set 0y = A 'by € R,
where Ay = 5 5 ba, (xi)Wa, (xi) T,
and by = Y N g, (x1)bs.

~

8: Set /S\k+l = Sk \{Z S :S\k : 37 st (ék,ll)dk (Z/) — Il)dk (Z)> = 2_k}.

~

Output: Any uneliminated arm z, € 8,,4;.

Our main algorithm for the fixed budget setting is introduced in Algorithm 27.
Algorithm 27 consists of two phases: a pre-selection phase and a validation phase.
The pre-selection phase collects a set of potentially optimal arms, selected by sub-
routines, and the validation phase examines the optimality of the collected arms.
We provide Algorithm 27 with 2T total sample budget, and split the budget equally
for each phase. At least one good subroutine is guaranteed to be invoked in the
pre-selection phase (for sufficiently large T). The validation step focuses on identi-
fying the best arm among the pre-selected O((log, T)?) candidates (as explained in
the next paragraph). Our selection-validation trick can be viewed as a dimension-
reduction technique: we convert a linear bandit problem in RP (with unknown d,)

to another linear bandit problem in RO (1927 4 j e a problem whose dimension

#Technically, we treat the problem as a standard multi-armed bandit problem with O((log, T)?)
arms, which is a special case of a linear bandit problem in RO (g 7)),
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Algorithm 27 Adaptive Strategy for Model Selection (Fixed Budget)

Input: Total budget 2T.

1: Step 1: Selection. Initialize an empty selection set A = ().
: Setp = |W(T)] and T' = T/p.
: fori=1,...,pdo
Set B; = 2%, q; = [W(T'/By)] and T = T'/q;.
forj=1,...,qido

Get zJ = GEMS-b(T”,n;, B;) and insert zJ into the pre-selection set A.
7. Step 2: Validation. Pull each arm in the pre-selection set A exactly |T/|A|]
times.

Output: Output arm z, with the highest empirical reward from the validation step.

SANBCLEE RSN

is only polylogarithmic in the budget T.

For non-negative variable p, we use p = W(T) to represent the solution of
equation T = p - 2P. One can see that W(T) < log, T. As a result, at most (log, T)?
subroutines are invoked with different configurations of {(T”,n;, B;)}. The use of
W(-) is to make sure that T > n;B; for all subroutines invoked. This provides

more efficient use of budget since the error probability upper bound guaranteed by
GEMS-b scales as G(exp(—T”/njBi)).

Theorem 8.10. Suppose Z C X. If T = Q(log,(1/Amin) max{p}_,Ta,(C)}), then Algo-
rithm 27 outputs the optimal arm with error probability at most

5 T
log, (4/Amin)|Z] exp( 1024 log, (4/Amin) p§*>

.
+2(log, T)* exp <_8(10g2 T2/A2 ) .

min

Furthermore, if there exist universal constants such that max,cx|[Wq, (x)|* < ¢; and

min,cz||[Wa, (z.) — Wa, (2)||* = ¢y, the error probability is upper bounded by

0 (max{logz(l/Amm) 2P, (log, T)Z}
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CzT
xexp| — '
p( max{log,(1/Amn), (log, T)Z}Clp§*>>

Under the mild assumption discussed above, the error probability of Algo-
rithm 27 scales as 6(exp(—T/ P%.)). Such an error probability not only matches,
up to logarithmic factors, the strong baseline developed in Theorem 8.4, but also
matches the error bound in the non-model-selection setting (with known d,) (Katz-
Samuels et al., 2020) (Algorithm 3 therein, which is also analyzed under a mild as-
sumption). Computationally, Algorithm 27 invokes Algorithm 26 at most (log, T)?
times, each with budget T” < T and nj, B; such that n;B; < T. The per-round
computational complexity of Algorithm 24 is similar to the one of Algorithm 26
(with similar configurations).

Compared to the fixed confidence setting, the fixed budget setting in linear
bandits is relatively less studied (Hoffman et al., 2014; Katz-Samuels et al., 2020;
Alieva et al., 2021; Yang and Tan, 2021). To our knowledge, even without the added
challenge of model selection, near instance optimal error probability guarantee is
only achieved by Algorithm 3 in Katz-Samuels et al. (2020). Our Algorithm 27
provides an alternative way to tackle the fixed budget setting, through a novel

selection-validation procedure. Our techniques might be of independent interest.

8.6 Model Selection with Misspecification

We generalize the model selection problem into the misspecified regime in this
section. Our goal here is to identify an e-optimal arm due to misspecification. We
aim to provide sample complexity/error probability guarantees with respect to
a hypothesis class that is rich enough to allow us to identify an e-optimal arm.
Pure exploration with model misspecification are recently studied in the literature
(Alieva et al., 2021; Camilleri et al., 2021; Zhu et al., 2021). The model selection
criterion we consider here further complicates the problem setting and are not
covered in previous work.

We consider the case where the expected reward h(x) of any arm x € X U
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Z C RP cannot be perfectly represented as a linear model in terms of its feature
representation x. We use function y(d) to capture the misspecification level with
respect to truncation the level d € [D], i.e,,

y(d) = min Jmax [h(x) — (ba(6), a(x))l- (8.5)
We use 0¢ € arg ming o Maxxexuzh(x) — (Ya(8),ba(x))| to denote (any) reward
parameter that best captures the worst case deviation in R4, and use nq(x) =
h(x)— <1j)d (09),1q (x)> to represent the corresponding misspecification with respect
to arm x € X U Z. We have maxyexuzma(x)| < y(d) by definition. Although the
value of n4(x) depends on the selection of the possibly non-unique 0¢, only the
worst-case deviation y(d) is used in our analysis. Our results in this section are
mainly developed in cases when Z C X, which contains the linear bandit problem
Z = X as a special case.

Proposition 8.11. The misspecification level y(d) is non-increasing with respect to d.

The non-increasing property of y(d) reflect the fact that the representation
power of the linear component is getting better in higher dimensions. Following
Zhu et al. (2021), we use y(d) to quantify the sub-optimality gap of the identified

arm, i.e.,

v(d) = min {2 2 MineNvk<n, (24 V(1 + O Wa(80)¥(d) < 2*‘72}.

It can be shown that, for any fixed d € [D], at least a O(\/E?(d))—optimal
arm can be identified in the existence of misspecification. Such inflation from
Y(d) to v/d¥(d) is unavoidable in general: Lattimore et al. (2020) constructs a hard
instance such that identifying a o(v/dy(d))-optimal arm requires sample complexity
exponential in d, even with deterministic feedback. On the other hand, identifying a
Q(v/d¥(d))-optimal arm only requires sample complexity polynomial in d. Such
a sharp tradeoff between sample complexity and achievable optimality motivates
our definition of y(d).
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We assume y(d) can be made arbitrarily small for d € [D] large enough, which
includes instances with no misspecification in RP as special cases.” For any ¢ > 0,
we define d,(¢) := min{d € [D]: Vd' > d,y(d') < ¢}. We aim at identifying an
¢-optimal arm with sample complexity related to pj ., which is defined as an
e-relaxed version of complexity measure pj , i.e.,

)i inf s ba(z.) = bal2)lf, 00
Pale) = e b, (max{h(z,) — h(z),e}?

We consider a closely related complexity measure pj(¢), which is defined with

respect to linear component h(x) = (Pa(04),Pa(x)), ie.,

5%(¢) = inf su ||1|)d(2*)—1|)d(2)||3\d(>\)71
PO T\ L ) (max{(a(08), balz.) — a(2), €)'

Proposition 8.12 (Zhu et al. (2021)). We have p3(e) < 9p4(e) for any ¢ > y(d).
Furthermore, if Y(d) < Amin/2, p5(0) represents the complexity measure for best arm

identification with respect to a linear bandit instance with action set X, target set Z and
reward function h(x) = (Pa(8d), pa(x)).

Assuming y(d.(e)) < min{e, Anin/2}, Proposition 8.12 shows that P, (e) (e) is
at most a constant factor larger than pj (,,(¢), which is the e-relaxed complexity

measure of a closely related linear bandit problem (without misspecification) in
Rax(e)

Fixed confidence setting. A modified algorithm (and its subroutine, both de-
ferred to Section 8.9.5.2) is used for the fixed confidence setting with model mis-

specification. Sample complexity of the modified algorithm is provided as follows.

>We make this assumption in order to identify an e-optimal arm for any pre-defined & > 0.
Otherwise, one can adjust the goal and identify arms with appropriate sub-optimality gaps.



317

Theorem 8.13. With probability at least 1 — o, Algorithm 30 starts to output 2e-optimal
arms after N = 6(log2(1/a) max{p} (.)(€), Ta,(e)(C)} + 1/¢*) samples, where we hide
logarithmic terms besides log,(1/¢) in the O notation.

Remark 8.14. The extra 1/¢* term comes from a validation step in the modified algorithm.
If the goal is to identify the optimal arm, then this term can be removed with a slight
modification of the algorithm. See Section 8.9.5.3 for detailed discussion.

Fixed budget setting. Our algorithms for the fixed budget setting are robust to
model misspecification, and we provide the following guarantees.

Theorem 8.15. Suppose Z C X. If T = ﬁ(logz(l/e) max{pg*(e)(s),rd*(e)(C)}), then
Algorithm 27 outputs an 2e-optimal arm with error probability at most

) T
log,(4/¢)IZ[" exp <_4096 log,(4/¢) pﬁ*(s)(€)>

;
#2108, 1" (o 7 )

Furthermore, if there exist universal constants such that max,ex||[Wa, (¢)(x)||* < ¢1 and
min, ez ||[Wa, ¢)(z:) — Wa, (e)(2)||* = o, the error probability is upper bounded by

0 (max{log2(1/€)|2|2, (log, T)Z}

x exp| — c2T
max{log,(1/¢), (log, T)2}cipy ., (€) ) |
8.7 Experiments

We empirically compare our Algorithm 25 with RAGE (Fiez et al., 2019), which
shares a similar elimination structure to our subroutine (i.e., Algorithm 24) yet

fails to conduct model selection in pure exploration. To our knowledge, besides
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algorithms developed in this chapter, there is no other algorithm that can adapt to
the model selection setup for pure exploration linear bandits.®

Problem instances. We conduct experiments with respect to the problem instance
used to construct Proposition 8.6, which we detail as follows.

We consider a problem instance with X = 2 = {x{}&*/' € R%*! such that
xi = e, fori =1,2,...,d, and xq,11 = (1 — ¢€) - eq, + €q,+1, Where e, is the i-th
canonical basis in R%*1. The expected reward of each arm is set as h(x;) = (eq,, Xi),
i.e., 0, = eq,. One can see that d, is the intrinsic dimension and D = d, + 1 is the
ambient dimension. We also notice that x, = x4, is the best arm with reward 1,
Xa,+1 is the second best arm with reward 1—e¢ and all other arms have reward 0. The
smallest sub-optimality gap is e. We choose d, =9, D = 10, and vary ¢ to control
the instance-dependent complexity. By setting ¢ to be a small value, we create a
problem instance such that pf, > pj : we have pj; = O(d,) yet pp, = Q(1/ €2) (see
Section 8.9.2.4 for proofs).

Empirical evaluations. We evaluate the performance of each algorithm in terms
of success rate, sample complexity and runtime. We conduct 100 independent trials
for each algorithm. Both algorithms are force-stopped after reaching 10 million
samples (denoted as the black line in Fig. 8.1). We consider an trial as failure if
the algorithm fails to identify the best arm within 20 million samples. For each
algorithm, we calculate the (unverifiable) sample complexity T as the smallest
integer such that the algorithm (1) empirically identifies the best arm; and (2) the
algorithm won’t change its recommendation for any later rounds t > T (up to 20
million samples). The (empirical) runtime of the algorithm is calculated as the
total time consumed up to round t. We average sample complexities and runtimes

with respect to succeeded trials.

®We defer additional experiment details/results to Section 8.9.6. The purpose of this section is
to empirically demonstrate the importance of conducting model selection in pure exploration linear
bandits, even on simple problem instances. We leave large-scale empirical evaluations for future
work.



Table 8.1: Comparison of success rate with varying sub-optimality gap.

£

102 10 10* 10°

RAGE 100% 98%  56%  62%
Ours 100% 100% 100% 100%
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The success rates of RAGE and our algorithm are shown in Table 8.1. The
success rate of RAGE drops dramatically as ¢ (the smallest sub-optimality gap)
gets smaller. On the other hand, however, our algorithm is not affected by the

change of ¢ since it automatically adapts to the intrinsic dimension d,: One can

immediately see that h(xa,) > h(xq,1) when working in R%. Due to the same

reason, our algorithm significantly outperforms RAGE in sample complexity as well

(see Fig. 8.1): Our algorithm adapts to the true sample complexity pj yet RAGE

suffers from complexity pf, > pj,, especially when ¢ is small.
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Figure 8.1: Comparison of sample complexity with varying sub-optimality gap.



320

The runtime of both algorithms are shown in Table 8.2. Our algorithm is af-
fected by the computational overhead of conducting model selection (e.g., the two
dimensional doubling trick). Thus, RAGE shows advantages in runtime when ¢ is
relatively large. However, our algorithm runs faster than RAGE when ¢ gets smaller.
This observation further shows that the implementation overhead can be small in
comparison with the sample complexity gains achieved from model selection.

Table 8.2: Comparison of runtime with varying sub-optimality gap.

€ 102 1073 10* 10—

RAGE 346s 787s 17.33s 16.81s
Ours 12.12s 11.17s 12.44s 12.41s

It is worth mentioning that simple variations of the problem instance studied in
this section have long been considered as hard instances to examine linear bandit
pure exploration algorithms (Soare et al., 2014; Xu et al., 2018; Tao et al., 2018; Fiez
et al., 2019; Degenne et al., 2020). Our results show that, both theoretically and
empirically, the problem instance becomes quite easy when viewed from the model

selection perspective.

8.8 Discussion

We initiate the study of model selection in pure exploration linear bandits, in
both fixed confidence and fixed budget settings, and design algorithms with near
instance optimal guarantees. Along the way, we develop a novel selection-validation
procedure to deal with the understudied fixed budget setting in linear bandits (even
without the added challenge of model selection). We also adapt our algorithms to
problems with model misspecification.

We conclude this chapter with some directions for future work. An immediate
next step is to conduct large-scale evaluations for model selection in pure explo-
ration linear bandits. One may need to develop practical version of our algorithms

to bypass the computational overheads of conducting model selection. Another
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interesting direction is provide guarantees to general transductive linear bandits,
i.e., not restricted to cases Z C X, in fixed budget setting/misspecified regime. We
believe one can use a selection-validation procedure similar to the one developed
in Algorithm 26, but with the current validation step replaced by another linear
bandit pure exploration algorithm. Note that the number of arms to be validated is
of logarithmic order.

8.9 Proofs and Supporting Results

8.9.1 Supporting Results
8.9.1.1 Matrix Inversion and Rounding in Optimal Design

Our treatments are similar to the ones discussed in Zhu et al. (2021). We provide
the details here for completeness.

Matrix Inversion. The notation ||y ”i\a(k)*l is clear when A 4(A) is invertible. For
possibly singular A 4(A), pseudo-inverse is used if y belongs to the range of A4(»);
otherwise, we set ||y HZAdO\)_] = oo. With this (slightly abused) definition of matrix
inversion, we discuss how to do rounding next.

Rounding in Optimal Design. For any § C Z, the following optimal design

inf  sup [yl

AEAX yey(ha(8)) Aal)
will selecta design A* € Ay such thateveryy € Y(4(8)) liesin the range of A4(A*).”
If span(Y(ha(8))) = R4, then A (A*) is positive definite (recall that Ay(A*) =
D xex Aba(x)Pa(x)" and span(g(X)) = R? comes from the assumption that
span((X)) = RP). Thus the rounding guarantees in Allen-Zhu et al. (2020) goes

7If the infimum is not attained, we can simply take a design A** with associated value ™* <
(1+ Go)infacas SUpy ey (g, (s 1Y ”iu (n)1 fora o > 0 arbitrarily small. This modification is used
P d

in our algorithms as well, and our results (bounds on sample complexity and error probability)
goes through with changes only in constant terms.
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through (Theorem 2.1 therein, which requires a positive definite design; with
additional simple modifications dealt as in Appendix B of Fiez et al. (2019)).

We now consider the case when A 4(A*) is singular. Since span(4(X)) = R4,
we can always find another A’ such that A4(A’) is invertible. For any ¢; > 0, let
A+ = (1 — )N + (4N We know that A* leads to a positive definite design. With
respect to (;, we can find another ¢, > 0 small enough (e.g., smaller than the
smallest eigenvalue of (;A4()')) such that Ad(A*) = Aq((1 = G)M) + Gl Since
Aa((1— G)A*) + Gl is positive definite, for any y € Y(4(8)), we have

2
I, eyt < A (o) can

Fix any y € Y(Pa4(8)). Since y lies in the range of A4(A*) (by definition of the
objective and matrix inversion), we clearly have

1

2 2
W tAaca—cono+en < YA ca—conn S 7 Cl||9”Adw)fl

To summarize, we have

1
HUHAd )1 S 1_—C1||U||3\d(>\*)flr

where (; can be chosen arbitrarily small. We can thus send the positive definite
design A* to the rounding procedure in Allen-Zhu et al. (2020). We can incorporate
the additional 1/(1 — ;) overhead, for {; > 0 chosen sufficiently small, into the

sample complexity requirement 14(() of the rounding procedure.

8.9.1.2 Supporting Theorems and Lemmas

Lemma 8.16 ((Kaufmann et al., 2016)). Fixed any pure exploration algorithm . Let
v and V' be two bandit instances with K arms such that the distribution vi and v are
mutually absolutely continuous for all i € [K]. For any almost-surely finite stopping time t

with respect to the filtration {F}>o, let Ni(T) be the number of pulls on arm i at time 7.
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We then have

K
D EIN(TIKL(vi, v}) > sup d(Py(E), Py (€)),

i=1 €€

where d(x,y) = xlog(x/y) + (1 —x)log((1 —x)/(1 —y)) for x,y € [0, 1] and with the
convention that d(0,0) = d(1,1) = 0.

The following two lemmas largely follow the analysis in Fiez et al. (2019).

Lemma 8.17. Let 8, = {z € Z: A, < 4-27*}. We then have

sup  {2%UY(Wa(8k)))} < 64p5(e), (8.6)
ke([|log,(4/¢)]]

and

sup  {max{2"u(Y(Pa(8x))),ra(C)}} < max{64pj(e),ra(C)},  (87)
ke[|log,(4/¢)]]

where C is the rounding parameter.

Proof. Fory =1q4(z,) —a(z), we define Ay = A, = h(z,) — h(z). We have that

2
N . Hy“Ad(x)fl
R
T yeyr(ha(2)) Max{Ay, e}

. Yl -
= inf sup sup —_—
NEAY ke llog, (4/2) )] yey* (wa(s)) MAX{Ay, €}
Yl
> sup inf su A—d(}‘)z
Kelllog, (4/¢))) AT yey« (wa(s) Max{Ay, e}
Yl -
> sup inf sup A—‘fi)z (8.8)
ke[[log,(4/¢)]] ACAL yey (ha(Si)) (4-27%)
Yl a1 /4
> sup inf sup AN (8.9)

—k)2
ke(|log,(4/¢)]] ACAY yey(Wa(Si)) (4-275)
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> sup 27UY(Da(Sk)))/64,
kel|log,(4/¢)]]

where Eq. (8.8) comes from the fact that4-27% > ¢ when k < |log,(4/¢) |; Eq. (8.9)

comes from the fact that P4(z) —a(z') = (Walz) —Palz.)) + (Palz.) —balz')).
This implies that, for any k € [|log,(4/¢)]],

max{2*p(Y(Pa(8k))), ra(C)} < max{64p}(e), ra(0)}-

And the desired Eq. (8.7) immediately follows. O

Lemma 8.18. Let Sy = {z € Z: A, <4-27%}. We then have

sup  {2%UY(Wa(8K)))} < 64p%, (8.10)

ke [flogz (4/Amin) 1]

and

sup {max{27*(Y(Pa(8x))), Ta(C)} } < max{64p},Ta(Q)}, (8.11)
k€l[log, (4/Amin)]]

where ( is the rounding parameter.
Proof. Take € = Apin in Lemma 8.17. O

The following lemma largely follows the analysis in Soare et al. (2014), with
generalization to the transductive setting and more careful analysis in terms of

matrix inversion.

Lemma8.19. Fix Z C XX C RP. Suppose maxycx||x|* < ¢ and min ez (2, ||z —z||* >
¢, with some absolute constant ¢, and c,. We have

2
|z« — ZHA()\)—l

<p* = inf sup
2 ~ ’
¢1A%in NEAX zez\(z.} A%

C2

where Amin = Min ez (2, 1A}
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Proof. Let A* be the optimal design that attains p*;® and let z’ € Z be any arm with
the smallest sub-optimality gap Anin,. We then have
|2« — Z||3\(>\*)71

*

z€Z\{z+} A%
2
|2+ — Z/HA()\*r1
=
A2,
2. — Zl”%\w)fl
= s , (8.12)
min

where z, — z’ necessarily lie in the range of A(A*) according to the definition of
matrix inversion in Section 8.9.1.1.

We now lower bound ||z, — 2/ Hf\(m,l. Note that A(A*) is positive semi-definite.
We write A(A*) = QZQ" where Q is an orthogonal matrix and I is a diagonal
matrix storing eigenvalues. We assume that the last k eigenvalues of X are zero. Let
Ymax = |A(A)]|2 = ||Z]|2 be the largest eigenvalue, we have Ymax < maxyex||x||* <
ci1since ANY) =Y A(x)xxT and )} . A*(x) = 1. Letw = QT (z, — /). Since
z, — 7' is in the range of A(A*), we know that the last k entries of w must be zero.
We then have

2o — 2| ne)r = (20 — 2) TAN) (2, — 2)
=w' I w
> |[wlf*/cx
> c/c, (8.13)
where Eq. (8.13) comes from fact that |[w|? = ||z, — Z/||* and the assumption
lzy —z|* > cy forall z € Z. O

Lemma 8.20. The following statements hold.

1. T > 4alog2a = T > alog, T for T,a > 0.

81f the infimum is not attained, one can apply the argument that follows with a limit sequence.
See footnote in Section 8.9.1.1 for more details on how to construct an approximating design.
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2. T>16a(logl6a)*> = T >a(log, T)*for T,a > 1.

Proof. We first recall that T > 2aloga = T > alogT for T,a > 0 (Shalev-
Shwartz and Ben-David, 2014). Since log, T = logT/log2 < 2logT, the first
statement immediately follows.

To prove the second statement, we only need to find conditions on T such that
T > 4a (log T)% Note that we have VT > 8y/alog4\/a = 4/alog16a = VT >
4./alog VT = 2y/alogT. For T, a > 1, this is equivalent to T > 16a (log 16a)?
T > 4a(log T)* > a(log, T)?, and thus the second statement follows.

\

ol

8.9.1.3 Supporting Algorithms

Algorithm 28 OPT

Input: Selection budget B, dimension upper bound D and selection function g(-)
(which is a function of the dimension d € [D]).
1: Get dy such that

di =maxd
s.t. g(d) < B, and d € [D].

Output: The selected dimension d.

8.9.2 Proofs and Supporting Results for Section 8.3
8.9.2.1 Proof of Theorem 8.3

Theorem 8.3. Suppose & ~ N(0,1) forall t € N, and & € (0,0.15]. Any 5-PAC
algorithm with respect to (X,Z, 0, € ©Og,) with stopping time T satisfies Eo [T] >
g, log(1/2.45).

Proof. The proof of the theorem mostly follows the proof of lower bound in Fiez
etal. (2019). We additionally consider the model selection problem (X, Z, 6, € ©4,)

and carefully deal with the matrix inversion.
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Consider the instance (X, Z, 0, € ©4,), where X = {x4,...,X,} and span(X) =
RP,Z ={z,...,zm}. Suppose that z; = arg max, » (0., z). We consider the alter-
native set Cq, := {0 € Oq, : 31 € [m] s.t. (0,27 — z;) < 0}, where z; is not the best
arm for any 0 € Cq,. Following the “change of measure” argument in Lemma 8.16,
we know that Eg_[t] > 1%, where T* is the solution of the following constrained

optimization
T°:= min t (8.14)

s.t. inf ti KL(ve, i, Vo) = log(1/2.49),

pce
4 i

where we use the notation vg ; = N((6,x;),1) = N((q, (0), V4, (xi)),1) (due to the
fact that € Cq4, ). We also have KL(ve, i, Ve i) = 2 (Wa, (04) — Wa, (), Va, (x1)).

We next show that for any t = (ty,... )T € RT satisfies the constraint of
Eq. (8.14), we must have V4, (z1) —Wgq,(zi) € span({gq, (xi) : ti > 0}),V2 <i<m.
Suppose not, there must exists a P4, (1) € R such that (1) (P4, (1), Pgq, (xi)) =0
for all i € [n] such that t; > 0; and (2) there exists a 2 < j < m such that
(Wa,(z1) =Wa,(zj),ba,(w)) # 0. Suppose (Vq,(z1) —q,(zj),Pa, (u)) > 0 (the
other direction is similar), we can choose a 0’ € ©4, such that the first d, coordinates
of 0’ equals to g, (0,) — x g, (u) for a o« > 0 large enough (so that 0’ € C4,). With
such 0/, however, we have

n mn 1

Dt KL(vVo,i, Vo) = 3 tio (b, (W), g, (x:))° = 0 < log(1/2.48),

i=1 i=1
which leads to a contradiction. As a result, we can safely calculate
Wa.(z)) — WYa(z)lh, oy or Aa(®)'(a(z) — Wal(z)) where

Ag,(t) == X tida, (xi)ha, (xi)T/tand t := > ', ti. The rest of the proof fol-
lows from the proof of theorem 1 in Fiez et al. (2019). O
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8.9.2.2 Proof of Theorem 8.4

Theorem 8.4. Fix (X,Z, 0, € Oq4,) and & € (0,0.015]. Any non-interactive algorithm
o/ using a feature mappings of dimension d > d, makes a mistake with probability at least
b as long as it uses no more than %p’g* log(1/8) samples.

Proof. The proof largely follows from the proof of Theorem 3 in Katz-Samuels
et al. (2020) (but ignore the y* term therein. We are effectively using a weaker
lower bound, yet it suffices for our purpose. ). The non-interactive MLE uses
at least %pg log(1/6) with respect to any feature mapping P4(-) for d, < d <
D. The statement then follows from the monotonicity of {p3}5_ 4. as shown in

Proposition 8.5. U

8.9.2.3 Proof of Proposition 8.5
Proposition 8.5. The monotonic relation Py, < Py, holds true for any d, < d; < dp < D.

Proof. We first prove equivalence results in the general setting in Step 1, 2 and
3; and then apply the results to the model selection problem in Step 4 to prove
monotonicity over {p4}5_ .-

We consider instance (X, Z, 0, ) in the general setting, where X = {x4,...,xn} C
RY, span(X) = RY, Z = {zi,...,zn} and 6, € R% We suppose that

z1 = argmax,, (6,, z) is the unique optimal arm and span({z; — z},c5\(,,;) = R%.

z€2
We use the notations y; := z; —zj forj =2,...,m,and vg; := N(x{ 6,1). For any
t = (t1,...,tn) " € R}, we also use the notation A(t) = Y ', tixix{ € R¥*4 to
denote a design matrix with respect to t (t doesn’t need to be inside the simplex
Ay ). We consider any fixed & € (0,0.15].

Step 1: Closure of constraints. Let C denote the set of parameters where z; is

no longer the best arm anymore, i.e.,
C:={0ecRy:3Fie[m]st 0" (z; —z) <0l

Using the “change of measure” argument from Kaufmann et al. (2016), the lower

bound is given by the following optimization problem (Audibert et al., 2010; Fiez
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etal., 2019)

s.t. éng ti KL(vg, 1, Vo,i) > log(1/2.45).
S
i=1

First, we show that the value t equals to the value of another optimization problem,

i.e.,

n

s.t. minZ ti KL(vog, i, vo,i) = log(1/2.45),

oec i1

where € = {0 € R4 : 3i € [m]s.t. 07 (21 — z{) < 0). Note that that we must show
that the minimum in the constraint is attained, i.e., the mingp part. We first show
the equivalence between the original problem and the problem with respect to
infgce; and then show the equivalence between problems with respect to infgcg
and ming.p. We fixany t = (ty,...,t,) " € RT.

Step 1.1: We claim that infgee Y ;- ti KL(Ve, i, Ve,i) = log(1/2.48) if and only
ifinfoee > iy ti KL(Ve, 1, Ve,i) = log(1/2.45).

Since € D G, the «— direction is obvious.

Now, suppose infgcp Y i, ti KL(ve, i, Vo,i) < log(1/2.48). By definition of inf,
there exists 0, € C such that

> tiKL(vo, i, Ve,i) < log(1/2.45).
i=1

Since C is the closure of an open set C, there exists a sequence {0;} in € approaching
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0o. Note that

> tiKL(vo, i, vei) =) tii(xj(e* —0))? = EHG* — 0|5

i=1 i=1

Then, by the continuity of 1|6, — 9”3\&) in 0, there exists a 0 € C such that
> & tiKL(ve, i, Ve,i) < log(1/2.45). This gives a contradiction and thus proves
the = direction.

Step 1.2: Now, we must show that the infimum is attained whenever
inf ti KL(ve_ il|vei) = log(1/2.45),
eé; (vo, illve,i) g(1/ )
that is, there exists 0, € C such that

n
Z t KL(VQ*/i, Veo i = inf Z ti KL Ve* i, Ve 1)
yry 96@

Claim: Fix t = (t;,...,t,) " € RT. If span({x; : t; > 0}) # RY, then

f ti KL(ve, i, Vo) <log(1/2.45
éfelez (Ve,,i, Ve,i) <log(1/ ).

First, we show the claim. Fixt = (t;,...,t.)" € R™ and suppose span({x; :
t; > 0}) # RY. Since span({x; : t; > 0}) # R9Y, there exists u € R? such that
u'x; = 0 for all i such that t; > 0. Since {z; — z; : i € [m]} spans R by assumption,
there exists i € [m] such that u'(z; — z;) # 0. Suppose that u'(z; — z;) < 0
(the other case is similar). Then, there exists a sufficiently large « > 0 such that
(8, + ocw) " (z1 — zi) < 0, implying that 0, + cu € €. Moreover, by construction of
u, we have

n

i t KL(Vo, i, Vo.taui) = ) _ ti; =y t =0 < log(1/2.45),

i=1 i=1 i:t;>0
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and thus leads to the claim.
Now, suppose infgcs > i, ti KL(vg, i, Vo) > log(1/2.48). Then, span({x; : t; >
0}) = R%. Then, ||| 4, is @ norm, and the set

1
{e c RY: E||e — 0 < e}

is compact for every ¢. Then, since € is closed and 16 — 0.]1% (1) has compact
sublevel sets, there exists a 0, € € such that

n
Z ti KL(ve, i, Vo,i)

i=1

inf ti KL(ve, 1, Vo i
eeeZ 0,,ir Vo)

This shows the equivalence between problems with respect to infg .z and mingg.
Step 2: Rewrite the optimization problem. Define

Ci={0cR:0"(zy —2z) <0},

and note that € = U™, C;. Observe that

i=1
s.t. min ti KL(veg. i, Vei) = log(1/2.46
! Z (Ve,,i,Ve,i) = log(1/ )

= min t;
t1tn €R+ N
i=1

t. t; KL( i, Voi) = log(1/2.45).
s. m[m] grgénz (Vo,,i,Ve,i) = log(1/2.49)

Consider the optimization problem:

1
min— ti( 9 —90))? = min =||0, — 0|3
oot 2 Z ) 22%}2” ||A(t)
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Note that since the objective is convex and there exists 0 € R4 such that 07 (z; —
zi) < 0, Slater’s condition holds and, therefore, strong duality holds. We form the
Lagrangian with lagrange multiplier y € R to obtain

1
L(0,v) = EHG* - eH%\(t] +Y'U?e

Differentiating with respect to 6 and y, we have that (note that A(t) is invertible
from the claim in Step 1)

0 =0, —YA(t) lys,
yio =0.
UIG*A(t)_] i

These imply that 6, := 6, — y‘j’l and vy = 42— ¢ R, satisfy the

yi At yi Alt)Tys
K.K.T. conditions, and 0 = 6 is the minimizer (primal optimal solution) of the
constrained optimization problem (note that it’s a convex program). Therefore, we

have

1 ¢ 7e,)?
mint 3 t(x (0, —0))2 = 2l
GE(‘fiz i1 ||yi||A(t)—1

In conclusion, we have

T9,)2
ot (y; 64)

.t. 5 > log(1/2.45),V2 <j < m.
HUJ'”A(t)fl

Step 3: Re-express the optimization problem. Furthermore, we have that

"= min s (8.15)
St1,tnERL

s.t. (y; 0,)% > log(1/2.48)||y;[a 0, V2 <j < m
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n
S>Zti'

i=1

Rearranging these constraints, we have that

. . HUJH2 Y3 5 ) ,
We do a change of variables A € Ay and A; = Z -+, and the optimization problem
is equivalent to
™= min s
sER, AEAY
s.t. s > max lo (1/245)m
R (y{ 0,)2
Thus, we have that
lys I
* > )
T 2 Inf max T To,)? (1/2.48)
Now let
. I3 1 I3 1% xey
T = AlgngJi‘rlz,a?(me—e) (1/2 4:5) i (y;re*)2 10g(1/2.46),

where A* is the optimal design of the above optimization problem.’ Set t = T*A* €

R™ with t = A} € R, we can then see that

||2

- - ||y
Zti =1 = max Z : 10g(1/2 45),V2 <j<m.

? Again, if the infimum is not attained, one can apply the argument that follows with a limit
sequence. See footnote in Section 8.9.1.1 for more details on how to construct an approximating
design.
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and such {:Ei} satisfies the constraints in the original optimization problem de-
scribed in Eq. (8.15). As a result, we have T < T*.

We now can write

. . HUJ'”A()\)4

D50, Tyre, )z (08(1/248) = o log(1/2.43). (8.16)

Step 4: Monotonicity. We now apply the established equivalence to the model
selection problem and prove monotonicity over {p4}5_ a.-

Now, define

s.t. inf ti KL(ve, i, Vvo,i) = log(1/2.49),
0€Ca, =
where Cq, = {0 € RP :Vj > d:0; =0A3i € m]st. 07 (z1 —z) <0}. Let d, <
d; < dy < D. Then, since the optimization problem in T(*il has fewer constraints
than the optimization problem in T} , we have that t3, < Tj,. The established
equivalence in Eq. (8.16) can be applied with respect to feature mappings \4(-) for
d. < d < D (note that we necessarily have span({{pa(z.) —Va(z)},cq\(2.) = R as
long as span({z. — z},c4\(.,;) = R"). Therefore, we have

g, log(1/2.40) = 13, < Ty, = py, log(1/2.43),
leading to the desired result. O

8.9.2.4 Proof of Proposition 8.6

Proposition 8.6. For any y > 0, there exists an instance (X,Z, 0, € ©Ogq,) such that
Pq 41> Py, TYvetiy 4 <2ug,.
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Proof. For any A € Ay, we define

i max ba(z.) = Wal2)5 0
PalN = T (hz)—h@))2

and

2
ta(A) := max Zy) — z .
a(A) zeZ\{z*}de( ) = alz) A,

We consider an instance X = Z = {x{}{*;' € R%*! and expected reward

function h(-). The action set is constructed as follows:
xi=¢ey, fori=1,2,...,ds, xaq,41=(1—¢) eq, +e€a,+1,

where e; is the i-th canonical basis in R9<*!. The expected reward of each action is
set as

h(xi) == (xi, eq,).

One can easily see that d, is the intrinsic dimension of the problem (in fact, it is the
smallest dimension such that linearity in rewards is preserved).

We notice that 0, € R%; x, = x4, is the best arm with reward 1, x4, 41 is the
second best arm with reward 1 — ¢ and all other arms have reward 0. The smallest
sub-optimality gap is Amin = €. € € (0,1/2] is selected such that 1/4¢* > 2d, +y
for any giveny > 0.1

We first consider truncating arms into R%-. For any A € Ay, we notice that
Aq,(A) =Y cx MAba, (x)g, (x) T is a diagonal matrix with the d,-th entry being
Ao, F(1—€)%A
contradiction as follows. Suppose 1y < d.—1. Since |[{q, (x,) —Wa, (i) ||3\d*m,1 >
1/A, fori=1,2,...,d, — 1, we must have A, > 1/(d, —1) fori=1,2,...,d, —

and the rest entries being A,,. We first show that 1 > d, —1by

Xdy+1

%One can also add an additional arm xo = ep /2 so that span({x, — X}, o) = R% ! (the lower
bound on p}_,; will be changed to 1/16¢?).



336

1. Thus, ¥ &7'A,, > 1, which leads to a contradiction for A € Ay. We next
analyze py. Let A’ € Ay be the design such that A} =1/d, fori=1,...,d,. With
design A, we have ||[{q, (x4) — g, (Xi)||3\d*(7\’)*l =2d,fori=1,2,...,d, —1and
Wa, (%) — g, (Xd*+1)||i\d*(7\/)_1 = €2d,. As a result, we have pq (A') < 2d,, and
thus pjj, < pq, (A) < 2d..

We now consider arms in the original space, i.e., R% . We first upper bound
lg, 11 With an uniform design A” such that A} = 1/(d. +1),Vi € [d, + 1], we
have 1§ ,; < ta,+1(\") < max{(3—¢€)/(2—¢),€*/(2—¢)+1} - (d +1) <5(d, +
1)/3 when ¢ € (0,1/2]. In fact, with the same design, we can also upper bound
Y (Wa,+1(X))) < 3(ds +1). We analyze pj ., now. Since maxxexHxH2 < 4 and
miny o x,)|X. — x||> > 1, Lemma 8.19 leads to the fact that Ph 1 = 1/4€%. Note

that we only have min, cx\(x,}|[Wa, (%) — Wa, (x H ¢ when truncating arms into

R4,

To summarize, for any given y > 0, we have pj |, > p3 +vyetiy . <2u3
(when d, > 11). Further more, we also have ((Y(\q4,+1(X))) < 4uU(Y (P4, (X))
(when d, > 7) since (Y (g, (X)) < 1y, Il

8.9.3 Proofs and Supporting Results for Section 8.4
8.9.3.1 Proof of Lemma 8.7

Lemma 8.7. Suppose B > max{64p} ,Ta,(C) }. With probability at least 1 — 5, GEMS-c
outputs a set of arms S such that A, < 21~ " forany z € Snit.

Proof. We consider event
& =1{z. €8k C 8},
and prove through induction that
P(Exi1 | Nick€i) = 1— 0y,

where 6y := 0. Recall that 8§, = {z ez A, <4- 2*“} (with 8§ = 2).



337

Step 1: The induction. We have {z* € §1 C 81} since gl = 81 = Z by definition
for the base case (recall that we assume max,cz A, < 2). We now assume that
Ni<k€i holds true and we prove for iteration k + 1. We only need to consider the

case when |Sy.| > 1, which implies [Sx| > 1 and thus k < |log,(4/Amin) |.

Step 1.1: dx > d,. (Linearity is preserved). Since Sk C 8y, we have

gi(d,) = max{2(Y(Pa, (8x))), Ta, (0))
(

< max{2*((Y(q, (8x))), Ta, (0)}
< max{64pf1*,rd*(C)} (8.17)
< B, (8.18)

where Eq. (8.17) comes from Lemma 8.18 and Eq. (8.18) comes from the assumption.
As a result, we know that dx > d, since dy is selected as the largest integer such
that gx(dx) < B.

Step 1.2: Concentration. Let {x;,...,xn,} be the arms pulled at iteration k
and {ry,...,TNn,} be the corresponding rewards. Let @k = A;lbk € R4 where
Ar = Y Mg, (x)ba, ()T, and b, = ¥ N8 g, (xi)bi. Since di > d, and the
model is well-specified, we can write 1y = (0,,x1) + & = (Pa, (04), $a, (x1)) + &,
where &; isii.d. generated 1-sub-Gaussian noise. For any y € Y( 4, (gk)), we have

Ny
(98— a,(0.)) =yTA Y ba, (x)ri —y o, (6.)

i=1
Ny
=y A D P (i) (Wa, (%) Ta, (0.) + &) —y ha, (64)
i=1
Ny
=y A ) ba(x)E
i=1
Since &;s are independent 1-sub-Gaussian random variables, we know that the ran-

dom variable yrA! Z]i\':kl Pa, (xi) & has variance proxy
\/ SN YTA S N g, (x0))2 = |yl A;1- Combining the standard Hoeffding’s
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inequality with a union bound leads to

P(W € Y(Wa, (Sk)),

<y,§k — ¢dk(9*)>‘ < ”‘JHA;I \/2 10g(|§k!2/5k)> =120y,
(8.19)

where we use the fact that [Y(q, (gk))l < ngl2 /2 in the union bound.

Step 1.3: Correctness. We prove z, € §k+1 C 841 under the good event
analyzed in Eq. (8.19).

Step 1.3.1: z, € gkﬂ. For any z € gk such that z # z,, we have

(Wa, (2) —Wa, (2.),0x)
< (Wa, (2) — b (z.),¥a, (0.)) + [Wa, (2) — a, (z)] 1.1 \/2 log(@er/zsk)

=)~ hlz) + e, (2) a2 2 log (B

< |Wa, (2) = Wa,(z)) ||A;1 \/2 10g(|§k|2/5k>.

As a result, z, remains in §k+1 according to the elimination criteria.
Step 1.3.2: gk+1 C 8y41. Consider any z € gk N3¢, we know that A, > 2. 2k
by definition. Since z, € gk, we then have

(Wa, (z.) —Pa, (2), 0y)
2 (ba,(z:) = a(2), ¥4, (0.)) = [Wa (z.) =, (2)] A \/2 108<|gk|2/5k)

= h(Z*) - h(Z) - ||1|)dk(z*) _ll)dk(Z)HA;l \/2 10g(|§k|2/6k>

> 227~ [y (22) — a2 21om (Bul/50)

2 [ Wa, (z,) —a,(2) ||A;1 \/2 log <|gkl2/5k>/ (8.20)
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where Eq. (8.20) comes from the fact that |[\q, (z.)—a, (2) “Ail \/2 log (|§k|2/6k> <

27, which is resulted from the choice of N and the guarantee in Eq. (8.3) from
the rounding procedure. As a result, we have z ¢ ng and ng C Sxi1-

To summarize, we prove the induction at iteration k + 1, i.e.,
P(€xi1 | Nick1€i) =1 — 8.

Step 2: The error probability. Let & = N["'€; denote the good event, we then

i

have

>1-35, (8.21)
where we use the fact that sin(7d) /6 > 1 — o forany 6 € (0,1) in Eq. (8.21). O

8.9.3.2 Proof of Theorem 8.8

Theorem 8.8. Let T, = log,(4/Amin) max{p}_,ra, () }. With probability at least 1 —,
Algorithm 25 starts to output the optimal arm within iteration £, = O(log,(T.)), and takes
at most N = O(t, log,(7,) log(|Z|log,(T,.)/d)) samples.

Proof. The proof is decomposed into three steps: (1) locating good subroutines; (2)

bounding error probability and (3) bounding unverifiable sample complexity.
Step 1: Locating good subroutines. Consider B, = max{64p} ,14,(C)} and

n, = [log,(2/Amin)]. For any subroutines invoked with B; > B, and n; > n,, we
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know that, from Lemma 8.7, the output set of arms are those with sub-optimality
gap < Anin, which is a singleton set containing the optimal arm, i.e., {z,}. Let
i, = [log,(B,)], j« = [log,(n,)] and £, = i, + j.. We know that in outer loops
¢ > {,, there must exists at least one subroutine invoked with B; = 2+ > B, and
n; = 2)* > n,. Once a subroutine, invoked with B; > B,, outputs a singleton set, it
must be the optimal arm z, according to Lemma 8.7 (up to small error probability,
analyzed as below). Since, within each outer loop ¢, the value of B; = 2~ " is chosen
in a decreasing order, updating the recommendation and breaking the inner loop
once a singleton set is identified will not miss the chance of recommending the
optimal arm in later subroutines within outer loop {.

Step 2: Error probability. We consider the good event where all subrou-
tines invoked in Algorithm 25 with B; > B, and (any) n; correctly output a
set of arms with sub-optimality gap < 2!"™ with probability at least 1 — &, as
shown in Lemma 8.7. This good event clearly happens with probability at least
1—-5 2, 5t 8e=1-3,6/(20%) >1—§, after applying a union bound argu-
ment. We upper bound the unverifiable sample complexity under this event in the
following.

Step 3: Unverifiable sample complexity. For any subroutine invoked within
outer loop £ < {,, we know, from Algorithm 26, that its sample complexity is upper
bounded by (note that |Z|* > 4 trivially holds true)

N < ni(Bi - (25 log(1217/8¢,)) +1)
< ve3.5 log (212126 /5).

Thus, the total sample complexity up to the end of outer loop ¢, is upper bounded
by

[
N < Z IN,
=1

L
<35 log(212P€/5) Y 2

=1
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< 7 log(212)2€/6)0,2%.
Recall that T, = log,(4/Amn) max{p}_,74,(C)}. By definition of {,, we have
0, <log,(4log,(4/Amin) max{64p% ,74,(0)}) = O(log,(T.)),

and

22* — Z(i*+).*)
< 4(log,(2/Amin) + 1) max{64p} , 14, (0)},
= 4log,(4/Amin) max{64py ,Ta, ()},
= 0(T,).

The unverifiable sample complexity is thus upper bounded by

N < 17927, - (log,(t.) + 8) - log(21Z[(log,(t.) + 8)*/5)
= O(’t* log, (7,) log(|Z| logz(T*)/é)).

8.9.4 Proofs and Supporting Results for Section 8.5
8.9.4.1 Proof of Lemma 8.9

Lemma 8.9. Suppose 64p} < B < 128pj and T/n > r4,(C) +1. Algorithm 26 outputs
an arm z, such that Az, < 2'=™ with probability at least

1—njzf exp(—T/640mp% ).
Proof. We consider event

Ex =1z, € gk C 8},
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and prove through induction that
P(Exi1 [ Nick€i) = 1— 0,

where the value of {8, }_, will be specified in the proof.

Step 1: The induction. The base case {z, € §1 C 8;} holds with probability 1
by construction (thus, we have §; = 0). Conditioned on events N¥_;&;, we next
analyze the event &€,.1. We only need to consider the case when ngl > 1, which
implies [Sx| > 1 and thus k < [log, (4/Amin) |-

Step 1.1: dx > d. (Linearity is preserved). We first notice that D is selected
as the largest integer such that r5(C) < T', where 14(() represents the number
of samples needed for the rounding procedure in R (with parameter (). When
T/m > 14, (C) + 1, we have D > d, since T" > T/n—1 > rq, (). Thus, for whatever
dy € [D] selected, we always have r4, () < T5(¢) < T' and can thus safely apply
the rounding procedure described in Eq. (8.3).

Since gk C 8y, we also have

< 6407, (8.22)
<B, (8.23)

where Eq. (8.22) comes from Lemma 8.18 and Eq. (8.23) comes from the assumption.
As a result, we know that dy > d, since dy € [D] is selected as the largest integer
such that g, (dy) < B.

Step 1.2: Concentration and error probability. Let {xy,...,x1} be the arms
pulled at iteration k and {ry,..., 1/} be the corresponding rewards. Let @k =
Ai'br € R¥* where Ay = Y1 g, (xi)ha, ()7, and b = Y1 g, (xi)bs.
Since dyx > d, and the model is well-specified, we can write r; = (0,,xi) + & =

(Pa, (0,),a, (xi)) + &, where &; isi.i.d. generated zero-mean Gaussian noise with
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variance 1. Similarly as analyzed in Eq. (8.19), we have

IP’(W € Y%, (8:)), [ (U, B — ¥, (8.))] < ulla \/mog(@krz/ak)) >1-5.

(8.24)
By setting maxc,,, (3,) Iy ”Ail \/2 log<|§k|2/6k) =27 we have
O = |§ Pexp| — 1

k = 1okl eXP | =570k maxyewdk(gk)H‘JHZ ;1
< ISklPexp | — ! ~ (8.25)

222 (14 ¢) Ud(ba, (Sk)))

T

< |ZPexp (—m), (8.26)

where Eq. (8.25) comes from the guarantee of the rounding procedure Eq. (8.3);
and Eq. (8.26) comes from combining the following facts: (1) 22 (Y (P4, (gk))) <
B<128p%5;(2)T">T/n—12>T/2n (notethat T/m > 14, (Q)+1 = T/n >2
since r4.(C) = 1); (3) 8¢ C Z and (4) consider some ( < 1 (¢ only affects constant
terms).

Step 1.3: Correctness. We prove z, € /S\kJr] C 8k41 under the good event
analyzed in Eq. (8.24).
Step 1.3.1: z, € ng. For any z € gk such that z # z,, we have

(Wa () — Way (20),0k) < (W, (2) — Wa, (2.), 14, (8,)) +27F
=h(z) —h(z,) +27F
<27k

As a result, z, remains in ng according to the elimination criteria.
Step 1.3.2: §k+1 C 8y41. Consider any z € gk N8, we know that A, > 2 - 27k
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by definition. Since z, € gk, we then have

(Wa, (2.) —Wa, (2),06) = (Wa,(2.) —Wa,(2),Da, (0,)) —27%
=h(z,) —h(z) —27%
>2.27k_p7k
=27 (8.27)

As a result, we have z ¢ ng and /S\kH C Ski1-

To summarize, we prove the induction at iteration k + 1, i.e,,
P(Exi1 [ Nicir1€4) > 1 — 8.

Step 2: The error probability. Let & = N["'€; denote the good event, we then

have

n+1

P(E) :HP(€k|8k—lm“'m81)
k=1
>1-) & (8.28)

T
= 1-— n’Z’Z exp (—M) ’
d,

where Eq. (8.28) can be proved using a simple induction. O
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8.9.4.2 Proof of Theorem 8.10

Theorem 8.10. Suppose Z C X. If T = Q(log,(1/Amin) max{p}_,Ta,(C)}), then Algo-
rithm 27 outputs the optimal arm with error probability at most

) T
10g2 (4/Am1n) ’Z’| eXp ( 1024 logz (4/Am1n) p:l* )

.
+2(log, T)*exp <_8(10g TV/AL. )

Furthermore, if there exist universal constants such that maxyex|Wa, (x)[|* <

< ¢ and
mingez [P, (z.) —Pa, (2)||* = co, the error probability is upper bounded by

0] (maX{Ing(l/Amin) 2, (log, T)z}

CzT
x exp | — ’
p( max{log,(1/Amn), (log, T)Z}clpg*)>

Proof. The proof is decomposed into three steps: (1) locate a good subroutine in
the pre-selection step; (2) bound error probability in the validation step; and (3)
analyze the total error probability. Some preliminaries are analyzed as follows.

We note that both pre-selection and validation steps use budget less than T: in
the pre-selection phase, each outer loop indexed by i uses budget less than T/p
and there are p such outer loops; it’s also clear that the validation steps uses at
most T budget. We notice that p < log, T since p - 2P < T; and ¢; < log, T since
qi - 29 < T/pBi < T. As a result, at most (log, T)? subroutines are invoked in
Algorithm 27, and each subroutine is invoked with budget T” > T/(log, T).

Step 1: The good subroutines. Consider

i, := [log,(64p% )] and j, := [log,(log,(2/Amn))].

One can easily see that 64p} < B;, < 128pj and n;, > log,(2/Anin). Thus, once a
subroutine is invoked with (i,,j,) and T”/n;, > rq,(C) + 1, Lemma 8.9 guarantees
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to output the optimal arm with error probability at most

2 T
log, (4/Amin)|Z]" exp (—1024 o, (4 D) pg*) (8.29)

We next show that for sufficiently large T, one can invoke the subroutine with (i,, j,)
and T"/m;, > 1q,(C) + 1.

We clearly have p > i, aslong as T > log,(128p% ) 128p} . Focusing on the
outer loop with index i,, we have q;, > j, as long as

log,(210g,(2/Amin)) - (210g,(2/Amin)) < T'/Bs,,
Since T'/B;, > T/(128p}%_ log, T), we have q;, > j. as long as T is such that
T > 256 log,(210g,(2/Amin)) - 10g,(2/Amin) - P, - log, T. (8.30)
Since T > T/(log, T)?, we have T”/n;, > rq4,(C) + 1 as long as T is such that
T > (rq,(0) +1) - log,(4/Amin) - (log, T)?. (8.31)
According to Lemma 8.20, Eq. (8.30) and Eq. (8.31) can be satisfied when

T= fl(logz(l/Amin) max{pg,,Ta.(0)}),

where lower order terms with respect to log,(1/Amin), pj, and 14, (¢) are hidden in
the O notation.

Step 2: The validation step. We have |A| < (log, T)? since there are at most
(log, T)? subroutines and each subroutine outputs one arm. We view each x € A
as individual arm and pull it [T/|A|] > T/(log, T)* — 1 > T/2(log, T)* (as long as
T > 2(log, T)?) times. We use h(x) to denote the empirical mean of h(x). Applying
Hoeffding’s inequality with a union bound leads to the following concentration
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result

. o _ . 2 —_— T
]P’(Vx € A:|h(x) —h(x)| = Amm/Z) < 2(log, T) eXP( 8(log, T)?/AL

Thus, as long as z, € A is selected in A from the pre-selection step, the validation

step correctly output z, with error probability at most

T
2(log, T)?exp (_8(10g2 T/A2 ) (8.32)

min

Step 3: Total error probability. Combining Eq. (8.29) with Eq. (8.32), we know
that

.
~ < X 2 —
P(Z. # 2.) <108,(4/Amin) 2! exP( 1024 log, (4/A ) pz*)

.
+2(log, T)? exp (_8(10g2 T/ )

min

Furthermore, if there exists universial constants such that max,cx|[Wq, (x)||* < ¢
and min, ez [[Wa, (z.) —Pa, (2)[|* > c2, Lemma 8.19 implies that 1/A% < c1p%./co.
We thus have

P(z, #2z.) =
.
0 (max{logz(l/Amin)|Z|2/ (log, T)?} - exp (‘max{10g2(1 /Am:) (log, T)?}c1p% ) ) '

[]

8.9.5 Proofs and Supporting Results for Section 8.6
8.9.5.1 Proofs for Propositions

Some of the propositions are borrowed from Zhu et al. (2021), we present detailed
proofs here for completeness.
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Proposition 8.11. The misspecification level y(d) is non-increasing with respect to d.

Proof. Consider any 1 < d < d’ < D. Suppose

0¢ € argmin max |h(x) — (W4(0), Wa(x)).

9cRD xeXUZ

Since P 4(0¢) only keeps the first d component of 64, we can choose 8¢ such that it
only has non-zero values onits first d entries. Asaresult, we have <1j)d (09),Pq(x > =
(Yar(6%),Pa(x)), which implies that y(d’) < ¥(d). O

Proposition 8.12 (Zhu et al. (2021)). We have pj(e) < 9p4(e) for any ¢ > y(d).
Furthermore, if y(d) < Amin/2, p5(0) represents the complexity measure for best arm

identification with respect to a linear bandit instance with action set X, target set Z and
reward function h(x) = (Pa(0),Pa(x)).

Proof. To relate pj(e) with pj(e), we only need to relate max{h(z,) — h(z), ¢} with
max{{(Pq(z,) — Ya(z),02), e}. From Eq. (8.5) and the fact that ¢ > y(d), we know
that

h(z,) —h(z) +2y(d)
h(z,) —h(z) + 2¢
3max{h(z,) — h(z), ¢},

<1|)d(z*) _ll)d(z) >

V/AN/ANV/AN

and thus

max{ (Ya(z.) —a(z),05), e} <3max{h(z,) —h(z), e}

As a result, we have p}(e) < 9p%(e).

When y(d) < Anin/2, we know that z, is still the best arm in the perfect linear
bandit model (without misspecification) h(x) = <11)d(x), wd(ef)>. Thus, p3(0)
represents the complexity measure, in the corresponding linear model, for best arm

identification. ]
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Proposition 8.21 (Zhu et al. (2021)). The following inequalities hold:

v(d) < (16+16y/(1+ 0d)7(d) = O(VAF(d).

Proof. We first notice that

(Y (Wa(8k))) = inf  sup [yl
NeAY yey(patsi)) )

< inf sup  [lyllA (A)?
AEAX ey (g (X)) ‘

<

~

Alerhxig [ba(¥) A,

= 44, (8.33)

where Eq. (8.33) comes from Kiefer-Wolfowitz theorem (Kiefer and Wolfowitz,
1960). We then have

2+ V(1 + QuYWal8))N)V(d) < (2+ /(1 + 0)4d)y(d).

As a result, we can always find a n € N such that

277/2<2(24 /(1 + 0)4d)y(d),

and

2+ V1 + OYWa(8))NV(A) < 2+ /(1 + Q4d)y(d) <27%/2,vk < n.

This leads to the fact that

v(d) <8(2++/(1+ )4d)y(d),

which implies the desired result. O
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Proposition 8.22. If y(d) < ¢, we have

2+ V(1 + QuUY(Wa(8:))))V(d) < 27°/2,Vk < [log,(2/€)].

Proof. Suppose y(d) =2-2 " foran € N. Since y(d) < ¢, we have 1. > log,(2/¢).
Since n € N, we know thatn > ﬂogz(Z/ eﬂ . The desired result follows from the
definition of y(d). O

8.9.5.2 Omitted Details for the Fixed Confidence Setting with

Misspecification

Omitted Algorithms.

Algorithm 29 GEMS-m Gap Elimination with Model Selection with Misspecification
(Fixed Confidence)

Input: Number of iterations n, budget for dimension selection B and confidence
parameter 5.

1: Set gl = Z.

2: fork=1,2,...,ndo

3: Set 5k = 6/](2

4:  Define function gy (d) := max{2%* y 4, 74(0)}, where 1, g := LY (WalSe))).

5 Get d¢ = OPT(B,D,gx(-)), where di < D is largest dimension
such that gx(dx) < B (see Eq. (8.4) for the detailed optimization
problem). Set Ay be the optimal design of the optimization prob-

lem infiea, sup, ..z ba,(2) —tl)dk(z’)||f\dk(>\),1; set N = [g(d)8(1 +
) log(I8x[*/8x)].

6:  Getallocation {x1,...,xn,} = ROUND(Ay, Ny, dy, ¢).

:  Pull arms {x4,...,xn, } and receive rewards {ry,..., TN, }.

Set 0, = Aglbk € R% where Ay = Zl\]:kl ﬂ)dk (Xi)ll)dk (Xi)T, and by =
i ba (b )

9: Set Sk—l—l = Sk/\\{Z € Sy : 3z’ s.t. <ek,1l)ql<(ll) — ﬂ)dk (Z)> > Zik}.

Output: Any z, € 8,11 (or the whole set 8,,1 when aiming at identifying the
optimal arm).
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Algorithm 30 Adaptive Strategy for Model Selection with misspecification (Fixed
Confidence)

Input: Confidence parameter 0.
1: Randomly select a z, € X as the recommendation for the e-optimal arm.
2: for{=1,2,... do
3. Sety,=2"and §, = §/(4¢%). Initialize an empty pre-selection set A, = {}.

4: fori=1,2,...,0do
5: Setn; = 2!, B; =2 ' and get z! = GEMS-m(n, By, §¢). Insert z! into A,.
6:  Validation. Pull each arm in A exactly [8log(2/5,)/€?| times. Update z, as
the arm with the highest empirical mean (break ties arbitrarily).
Lemma 8.23 and Its Proof.

We introduce function f : N, — R, as follows, which is also used in Section 8.9.5.4.

) 4.0k if k < [log,(2/¢)] +1,
4. e Mow(4/a1 if i > [log,(2/¢)] + 1.

f(k) is used to quantify the optimality of the identified arm, and one can clearly see
that f(k) is non-increasing in k.

Lemma 8.23. Suppose B > rnax{64p’fi*(SJ (€),7a,(e)(C)}. With probability at least 1 — 9,
Algorithm 29 outputs an arm z, such that Az, < f(n+1). Furthermore, an e-optimal arm
is output as long as n. > log,(2/¢).

Proof. The logic of this proof is similar to the proof of Lemma 8.7. We additionally
deal with misspecification in the proof. For fixed ¢, we use the notation d, = d.(¢)
throughout the proof.

We consider event

& =1z, € gk C 8},



352

and prove through induction that, for k < [log,(2/¢)],
P(Exi1 [ Nick€i) =1 — 0,

where 8§ := 0. Recall that 8§, ={z € Z: A, <4-27%} (with8 =2). Forn > k+1,
we have gn - ng due to the nature of the elimination-styled algorithm, which
guarantees outputting an arm such that A, < f(n +1).

Step 1: The induction. We have {z, € §1 C 81} since §1 = 81 = Z by definition
for the base case (recall we assume that max,c7 A, < 2). We now assume that
Ni<x+1S1 holds true and we prove for iteration k + 1.

Step 1.1: dyx > d.. Since 8k C 8y, we have

gi(d,) = max(2*((Y(Pa, (8k))), Ta, (0)}
< max{22*((Y (P, (8))), Ta. (O)}
< max{64py (e),1q,(0)} (8.34)
< B, (8.35)

where Eq. (8.34) comes from Lemma 8.17 and Eq. (8.35) comes from the assumption.
As a result, we know that dy > d, since dy is selected as the largest integer such
that g, (dx) < B.

Step 1.2: Concentration. Let {x;,...,xn, } be the arms pulled at iteration k
and {ry,..., TN, } be the corresponding rewards. Let @k = A_ v € R where
Ay = Z{i“l Vg, (xi)Wa, (xi) T, and by, = Zl\l“l Pgq, (x1)b;. Based on the definition of
0 € RP andngq(-), we canwrite ry = h(xi)+& = (Pq, (08%), Ya, (x1))+Ma, (1) +Es,
where &; isi.i.d. generated zero-mean Gaussian noise with variance 1; we also have
a, (x:) < ¥(dy) by definition of ¥(-). For any y € Y(\ha, (Sk)), we have

]<y,6k —wdk(edk»]

yTAL 1Z¢dk X~y g, (03)
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Ny
=y A" Z1|)dk(Xi)(1Pdk(Xi)Tll)dk(efk) +Ma, (1) + &) — Yy Pa, (6,)

i=1

Ny
=Y A ) ba, (xi)(Ma, (xi) + &)
i=1

Nk Ny
<YTAT Y Wa (xidna, ()| + [y AL D ba (xi)Es|. (8.36)
i=1 i=1

We next bound the two terms in Eq. (8.36) separately. For the first term, we have

Ny

<V Y|y A b, (x|

i=1

Ny
y A le)dk(xi)ﬂdk(xi)
i=1

Ny
—9(d0) YV T A Wa (x0))’
i=1

Ny
< wk)\ N Y (YA Mg, (%)’ (8.37)

i=1

Ny
_ ?(dk)\ N ) yTA Mg, (xi)ba, () TAL MY

i=1

= ¥(d), /NillylP

<F(dy (1 + QY (W, (8))) (8.38)
<F(d) /(1 + O (ba, (81))) (839)

where Eq. (8.37) comes from Jensen’s inequality; Eq. (8.38) comes from the guaran-
tee of rounding in Eq. (8.3); and Eq. (8.39) comes from the fact that Sk C Sy

For the second term in Eq. (8.36), since &;s are independent 1-sub-Gaussian
random variables, we know that the random variable y " A, Zl“l Pg, (xi)& has

2
variance proxy \/ S Nk (yTAzl S N P, (Xi)> = |ly[[.1- Combining the standard
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Hoeffding’s inequality with a union bound leads to

< ||U||A;1 \/2 108(|gk|2/5k>> =120,
(8.40)

Ny
YA D) g (xi)E
i=1

P(\m € Y(Wa, (81)),

where we use the fact that [Y({ 4, (gk))\ < \gklz /2 in the union bound.
Putting Eq. (8.38) and Eq. (8.40) together, we have

P(Vy € Y(Wa, (S)), 1(y, 0 — P, (02))] < V(di)ue + wi(y) > 1 -8y,  (841)

where . == /(1 + QuY(Wq,(8k))) and wy(y) :== Hy”AE1 \/2 log<|§k|2/6k).

Step 1.3: Correctness. We prove z, € /S\k+] C 841 under the good event
analyzed in Eq. (8.41).
Step 1.3.1: z, € /S\k+1. For any z € gk such that z # z,, we have

(Wa, (2) — b, (z.), bx)

< (Va, (2) = P, (2.), Ve, (05%)) + v(di)u + Wi (Pa, (2) —a, (2.))

= h(z) —Mq,(2) — h(z.) +Ma.(2z0) Fyv(didu + Wi (Ve (2) —Pa,(z.)

< (24 u)y(di) + wi(Wq, (2) —Pa,(z.))

<27%/2427F)2 (8.42)
=27k

where Eq. (8.42) comes from Proposition 8.22 combined with the fact that dy > d,
(as shown in Step 1.1), and the selection of Ny together with the guarantees in the
rounding procedure Eq. (8.3).

Step 1.3.2: ng C 8y41. Consider any z € gk N 8%, 1, we know that A, > 2 27k

by definition. Since z, € gk, we then have

(Ga, (2.) — Way (2),Bx)
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> ($a, (2) —Va, (24), Va, (02%) — v(di) i — wi(Wa, (2) — Pa, (z.))
= h(z,) —Ma.(z.) —h(z) +Nnq, (2) — V(di)k — Wi (Wa, (2) —a,(2.))

>2:-27% — (24 w)y(de) — wi(Pa, (2) — Pa,(z4))
>2.27% 27/ 27K/ (8.43)
=27K,

where Eq. (8.43) comes from a similar reasoning as appearing in Eq. (8.42). As a
result, we have z ¢ /S\k+] and /S\k+] C Ski1.
To summarize, we prove the induction at iteration k + 1, i.e.,

P(Exi1 | Nickt1Ei) =1 — dx.

Step 2: The error probability. The analysis on the error probability is the same
as in the Step 2 in the proof of Lemma 8.7. Let & = N*!'&; denote the good event,

we then have

P(E) >1—5.

Proof of Theorem 8.13.

Theorem 8.13. With probability at least 1 — &, Algorithm 30 starts to output 2e-optimal
arms after N = (N)(logz(l/e) max{py .(€), Ta,(e)(C)} + 1/¢?) samples, where we hide

logarithmic terms besides log,(1/¢) in the O notation.

Proof. The proof is decomposed into four steps: (1) locating good subroutines;
(2) guarantees for the validation step; (3) bounding error probability and (4)
bounding unverifiable sample complexity. For fixed ¢, we use shorthand d, = d,(¢)
throughout the proof.

Step 1: The good subroutines. Consider B, = max{64p§*,rd*(é)} and n, =

[log,(2/¢)]. For any subroutines invoked with B; > B, and n; > n,, we know that,
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from Lemma 8.23, the output set of arms are those with sub-optimality gap < «.
Let i, = [log,(B,)], j« = [log,(n.)] and {, =i, + j.. We know that in outer loops
¢ > {,, there must exists at least one subroutine invoked with B; = 2+ > B, and
n; = 2+ > n,. As aresult, A, contains at least one e-optimal arm for ¢ > (,.

Step 2: The validation step. For any x € Ay, we use h(x) to denote its sam-
ple mean after {8 log(2/8¢)/ ezw samples. With 1-sub-Gaussian noise, a standard
Hoeftding’s inequality shows that and a union bound gives

~

P(Vx € Ay : h(x) — h(x)| > e/z) < 5. (8.44)

As aresult, a 2¢e-optimal arm will be selected with probability at least 1 — {8, as
long as at least one e-optimal arm is contained in A,.

Step 3: Error probability. We consider the good event where all subroutines
invoked in Algorithm 25 with B; > B, and (any) n; correctly output a set of arms
with sub-optimality gap < f(n; + 1), as shown in Lemma 8.23, together with the
confidence bound described in Eq. (8.44) in the validation step. This good event
clearly happens with probability atleast 1 — Y 0, 55 125, =1—3 2, 8/(2¢2) >
1 — 3, after applying a union bound argument. We upper bound the unverifiable
sample complexity under this good event in the following.

Step 4: Unverifiable sample complexity. For any subroutine invoked within
outer loop ¢ < {,, we know, from Algorithm 29, that its sample complexity is upper
bounded by (note that 2 > 4 trivially holds true)

N¢ < ny(Bi - (10 log(|2I7/8¢,)) + 1)
< ve 11 log (4126 /5).
The validation step within any outer loop £ < {, takes at most { - [8log(2/8,)/€*] <
91og(8¢3/5)¢,/e* samples. Thus, the total sample complexity up to the end of outer
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loops ¢ < {, is upper bounded by

e*
(EN¢+ - [8log(2/8:)/€%])
=1

e*
<11 log(4121763/5) > €2 +91og (861 /5) 2 /¢
=1
< 22 log (4121763 /8)0,2% + 91og (8¢} /5) €3 /€.
By definition of {,, we have

L, <log, (4 log,(4/¢) max{64py ,Ta, (C)}) ,
and

22* — 2(1*"‘]*)

4(log,(2/¢) + 1) max{64p; ,va,(0)},
= 4log,(4/¢) max{64py ,Ta,(C)}.

Set T, = log,(4/¢) max{p} ,7q4,(¢)}. The unverifiable sample complexity is
upper bounded by (we only consider the case when ¢ < 1 in simplifying the bound:
otherwise there is no need to prove anything since max,cx A < 2)

N <5632, - (log,(t.) + 8) - log (42 (log,(T.) + 8)°/8)
+9/¢* - (log,(T.) + 8)2 -log(8(log,(T.) + 8)*/9)
= O(log,(1/¢) max{p}_, 14, ()} + 1/¢2),

where we hide logarithmic terms besides log(1/¢) in the O notation. O]

8.9.5.3 Identifying the Optimal Arm under misspecification

When the goal is to identify the optimal arm under misspecification, i.e., by choosing
€ = Amin, one can apply Algorithm 25 together with Algorithm 29 as the subroutine
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(thus removing the 1/¢? term in sample complexity). This combination works
since, with appropriate choice of B, Algorithm 29 is guaranteed to output a subset
of arms gn+1 with optimality gap < Amin when n > log,(2/An,). This implies
that § = {z,} and thus the one can reuse the selection rule of Algorithm 25 by
recommending arms contained in the singleton set. Note that we can work with the
general transductive linear bandit setting in this case, i.e., we don’t require Z C X

anymore.
8.9.5.4 Omitted Proofs for the Fixed Budget Setting with Misspecification

Lemma 8.24 and Its Proof.

Lemma 8.24. Suppose 64p3 (.,(e) < B < 128pj ((e) and T/n > 74,(¢)(C) + 1.
Algorithm 26 outputs an arm z, such that Az, < f(n + 1) with probability at least

.
1—nj2f’ B |
n| |eXp< 25601193*@)(8))

Furthermore, an e-optimal arm is output as long as n > log,(2/¢).

Proof. The proof is similar to the proof of Lemma 8.9, with main differences in
dealing with misspecification. We provide the proof here for completeness. We

consider event
& ={z. € Sk C 8},
and prove through induction that, for k < [log,(2/¢)],
P(Exi1 | Nick€i) = 1— 0y,

where the value of {6k},[li§2(2/£ﬂ will be specified in the proof. Forn > k+1, we have
gn - /S\k+1 due to the nature of the elimination-styled algorithm, which guarantees
outputting an arm such that A, < f(n + 1). We use the notation d, = d.(¢)

throughout the rest of the proof.



359

Step 1: The induction. The base case {z, € §1 C 8;} holds with probability 1
by construction (thus, we have §, = 0). Conditioned on events N¥_;&;, we next
analyze the event &,...

Step 1.1: dy. > d,. We first notice that D is selected as the largest integer such
that r5(C) < T'. When T/n > 14,(C) + 1, we have D>d,sinceT >T/n—1>
T4,(C). We remark here that for whatever d,, € [[~)] selected, we always have
T4,(¢) < 15(C) < T' and can thus safely apply the rounding procedure described
in Eq. (8.3).

Since gk C 8y, we also have

gr(d,) = 22UY (D, (Sk)))

< 22UY(a, (Sk)))
< 647 (¢) (8.45)
< B, (8.46)

where Eq. (8.45) comes from Lemma 8.17 and Eq. (8.46) comes from the assumption.
As a result, we know that dy > d, since dy € [D] is selected as the largest integer
such that g, (dy) < B.

Step 1.2: Concentration and error probability. Let {xi,...,x1/} be the arms
pulled at iteration k and {ry,..., v} be the corresponding rewards. Let §k =
A b € R where Ay = ZL1 Pa, (xi)Pq, (x1)T, and by = ZL1 Pq, (xi)bs.
Since dx > d, and the model is well-specified, we can write r; = (0,,xi) + & =
(Pa, (0,),Vq, (xi)) + &, where &; isii.d. generated zero-mean Gaussian noise with
variance 1. Similarly as analyzed in Eq. (8.41), we have

P(vy € Y(ba, (8:)), (Y, O = ha, (0.))] < F(di)u+ wicly)) > 1-8,  (847)

where . == /(1 + QuY(Wq,(8x))) and wy(y) := Hy”/\il \/2 log<|§k|2/6k>.



360

By setting max, ¢, (5,[1ulla;: \/2 log (|§k|2/6k) =27%/2, we have

3 1
o = |Sk[Pexp| —
) * P( 8. 2% maxyexpdk(gk)HUHZ ;1>
<l exp| - - = (8.48)
8- 22k (1 + ) (Y (Wq, (8x)))
T
< 2P I .

where Eq. (8.48) comes from the guarantee of the rounding procedure Eq. (8.3);
and Eq. (8.49) comes from combining the following facts: (1) 2% (Y (P4, (8))) <
B <128p% (¢); (2) T">T/n—12>T/2n (note that T/m > 14, () +1 = T/n>2
since T4.(C) = 1); (3) 8¢ C Z and (4) consider some ( < 1 (¢ only affects constant
terms).

Step 1.3: Correctness. We prove z, € ng C 8k41 under the good event
analyzed in Eq. (8.47).

Step 1.3.1: z, € §k+1. Forany z € gk such that z # z,, we have

(Pa, () —a, (z.), B)

< (W, (2) = a, (2, Wa, (05%)) + V(di)uc +27/2

=h(z) —Maq, (zZ) — h(z.) + Na.(z.) +V(d)u + 27%/2

< (24 u)y(de) +27%/2

<27%2427%)2 (8.50)

— 2k

where Eq. (8.50) comes from comes from Proposition 8.22 combined with the fact
that dx > d,. (as shown in Step 1.1). As a result, z, remains in ng according to
the elimination criteria.

Step 1.3.2: /S\kJrl C 8yx41. Consider any z € gk N8, we know that A, > 2- 2k



361

by definition. Since z, € gk, we then have

(Wa, (2.) =P, (2), b)

> (a,(2) — Pa (z.),$a, (08%)) — Y(di)u —27%/2

=h(z,) —na,(z.) —h(z) + N, (2) = V(d)u —27%/2

>2-27%— (24 u)y(de) —27%/2

=2-27%—y(d) —27%/2

>27K, (8.51)

where Eq. (8.51) comes from a similar reasoning as appearing in Eq. (8.50). As a
result, we have z ¢ §k+1 and §k+1 C Syi1-

To summarize, we prove the induction at iteration k + 1, i.e.,
P(Exi1 [ Nicir1€i) > 1 — 8.

Step 2: The error probability. This step is exactly the same as the Step 2 in the
proof of Lemma 8.9. Let & = N[*/'&; denote the good event, we then have

.
P >1— 2 —_ .
(&) >1—n|Z] exp( 4096np§*(e))

Proof of Theorem 8.15.

Theorem 8.15. Suppose Z C X. If T = ﬁ(logz(l/s) max{p‘*i*(g)(s),rd*(e)(C)}), then
Algorithm 27 outputs an 2e-optimal arm with error probability at most

T
log,(4/¢)|Z/ exp | —
g,(4/¢€)IZ] p( 4096 log2(4/€)p:1*(s)(£)>

;
+2(log, T)"exp (‘sug—n/)
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Furthermore, if there exist universal constants such that maxyex||Wa, (¢)(x)||* < ¢1 and

min, ez ||[Wa, ¢)(z+) — Va,(e)(2)||* = ca, the error probability is upper bounded by

0 (maX{logz(l/s)IZIZ, (log, T)z}

x exp | — c2l
P max{logz(l/e),(log2T)2}clp§*(£)(s) '

Proof. The proof follows similar steps as the proof of Theorem 8.10. Although we
are dealing with a misspecified model, guarantees derived in Lemma 8.24 is similar
to the ones in Lemma 8.9. When ¢ < Ann, the proof goes almost exactly the same
as the proof of Theorem 8.10 (with pj, replaced by p} (.,(¢)), and Algorithm 27
identifies the optimal arm. When ¢ > Ap,, we additionally replace Anin by €
and equally split the 2¢ slackness between selection and validation steps. We
also slightly modify Lemma 8.19 to an e-relaxed version (e.g., in the derivation of
Eq. (8.12), select a z' € Z with sub-optimality gap < ¢ and then replace Ay, by
€). O

8.9.6 Other Details for Experiments

We set confidence parameter 6 = 0.05 in our experiments, and generate rewards
with Gaussian noise & ~ N(0,1). We parallelize our simulations on a cluster
consists of two Intel® Xeon® Gold 6254 Processors.

Similar to Fiez et al. (2019), we use a Frank-Wolfe type of algorithm (Jaggi,

2013) with constant step-size 25 (we use k to denote the iteration counter in the

K+2

Frank-Wolfe algorithm) to app:oxirnately solve optimal designs. We terminate
the Frank-Wolfe algorithm when the relative change of the design value is smaller
than 0.01 or when 1000 iterations are reached. We use the rounding procedure
developed in Pukelsheim (2006) to round continuous designs to discrete allocations
(with ¢ =1, also see Fiez et al. (2019) for a detailed discussion on the rounding

procedure). In the implementation of Algorithm 25, we set y, = 4%, n; = 4! and
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B; = 47!, which only affect constant terms in our theoretical guarantees. We use a
binary search procedure to select dy in Algorithm 24.

Other Experiment Results. We consider a problem instance with X = Z being
100 randomly selected arms from the D dimensional unit sphere. We set reward
function h(x) = (0,,x) with 8, = [{,%,..., di%, 0...,0]T € RP. We filter out
instances whose smallest sub-optimality gap is smaller than 0.08. We set d, =5
and vary the ambient dimension D € {25,50,75,100}. As in Section 8.7, we evaluate
each algorithm with success rate, (unverifiable) sample complexity and runtime.
We run 100 independent random trials for each algorithm. Due to computational
burdens, we force-stop both algorithms after 50, 000 samples; we also force-stop
the Frank-Wolfe algorithm when 500 iterations are reached.

Table 8.3: Comparison of success rate with varying ambient dimension.

D 25 50 75 100

RAGE 100% 100% 98% 95%
Ours 91% 98% 97% 98%

Success rates of both algorithms are shown in Table 8.3, and RAGE shows advan-
tages over our algorithm when D is small. Fig. 8.2 shows the sample complexity
of both algorithms: Our algorithm adapts to the true dimension d, yet RAGE is

heavily affected by the increasing ambient dimension D.
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Figure 8.2: Comparison of sample complexity with varying ambient dimension.

The runtime of both algorithms are shown in Table 8.4. RAGE shows clear
advantage in runtime and our algorithm suffers from computational overheads of

conducting model selection.

Table 8.4: Comparison of runtime with varying ambient dimension.

D 25 50 75 100

RAGE 85.99s 144.78s 249.79s 357.98s
Ours 287.09s 339.67s 489.50s 678.93s

We remark that, for the current experiment setups with d, and D € {25, 50, 75,100},
our algorithm does not perform well if 6, is chosen to be flat, e.g,
0, = [\/Ldf*, e, \/Ldj,O, ...,01T € RP. However, we believe that one will eventu-
ally see model selection gains if D is chosen to be large enough (and allowing

each algorithm takes more samples before force-stopped). One may need to over-
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come the computational burdens, e.g., developing practical (or heuristic-based)
implementations of our algorithm and RAGE, before running experiments in higher

dimensional spaces. We leave large-scale evaluations for future work.
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